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This report describes work on the Restructurable VLSI
Research Program sponsored by the Information Pro-
cessing Techniques Office of the Defense Advanced Re-
search Projects Agency during the two semiannual
periods, covering 1 April 1980 through 31 March 1984,
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RESTRUCTURARBLE VLSI PROGRANM

L. PROGRAM OVERVIEW AND SUMMARY

o
The main objective of the Lincoln Restructurable Very Large Scale Integration (RVLSI)

Program is to develop methodologies for designing whole-wafer-scale systems with complexities
In our approach, we envisage a modular style of architecture com-

approaching a million gates.
Ideally, the cells should

prising an array of cells embedded in a regular interconnection matrix.
The intercornect matrix is a fixed pattern of metal lines aug-

consist of only a few basic types.
Conceptually, the links could be

mented by a complement of programmable switches or links.
They could be of an electronic nature such as a transistor switch,

either volatile or nonvolatile,
The present

or could be permanently programmed through some mechanism such as a laser,
main thrust of the current NVLS!I Program is toward laser-formed interconnect.
The link concept offers the potential for a highly flexible, restructurable type of intercon-
nect technology which could be exploited in a variety of ways. For example, logical cells or
subsystems found to be faulty at wafer probe time could be permanently excised from the rest

The flexible interconnect could also be used to "jump around® faulty logic and tie

of the wafer.
Also, the intercon-

in redundant cells judiciously scattered around the wafer for this purpose.
nect could be tailored to a specific application in order to minimize electrical degradations and

performance penalties caused by unused wiring.
Further, the testing of a particular logical subsystem buried deep withi1 a complex wafer-

scale system .o a very difficult problem. A properly designed restructurable interconnect ma-

trix could be temporarily configured to render internal cells both controllable and obgervable at
In this way, each component cell or a tractable cluster of cells could be

the wafer periphery,
1t is possible to provide

tested in a relatively straightforward way using standard techniques,
this capability, though to a somewhat limited degree, with the laser programmed type intercon~

nect approach.
With an electronic type of linking mechanism it is possible to think in terms of a dynamically

reconfigurable system. Such a feature could be used to alter the functional mode of a system

subject to changes in the operating scenario, or it could be used to support som2 degree of fault
tolerance !f the system architecture were suitably designed.

A major near-term goal for the RVLSI Program is to develop computer-aided design
automation to exploit the power and flexibility of the restructurability concept, specifically in
terms of lager-formed connectivity. A conceptual diagram of the type of system envisioned is
From an initial concept, a system-level design is decomposed or partitioned

shown in Fig. I-1.,
Desim automation will ex=~

into a number of basic cell types and interconnections of the cells.
pedite the task of cell design; make decisions on the degree of redundancy required for a given
cell complexity, processing technology, and desired wafer yield; optimize the distribution of
redundant resources across the wafer with respect to expected defect producing mechanisms;

and allocate the amount of interconnect capacity necessary to assure that functional cells can be

connected withi a preassi jned probability of success. The cell-design automation will take into

account the debug/testability problem, will help develop test strategies, and will provide simula-
tion tools and extra hardware mechanisms as needed to enhance testability.
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Unce a waler design has been formulated and checked at the mask level {nr consistency

with processing technology desig rules, it can be forwarded to fabrication. Upon return, it

must be subjected to first-level testing which will verify the state of the interconnect matrix
and individually test each of the component cells. liach wafer, along with its unique defect map,

will be forwarded to further automation which marries the defect data with physical topological

(layout) information and logical interconnect requirements. During this phase of the operation,

logical cells will be mapped onto functional resources (assignment) and connection paths among

them will be defined (linking). During the final phase, a laser/probe facility will be driven by

the connectivity data and actually program the necessary links, Feedback from the laser as-
sembly will allow monitoring of the link programming process and provide the opportunity to
reiterate the assignment/linking process should occasional faulty links and/or interconnect be
discovered along the way.

Given this global perspective, several major areas of research can be identified in the
context of the restructurable VLSI concept:

"' (a) System architectures and partitionings for whole-wafer implementations.

(b) Placement and routing strategies for optimal utilization of redundant

resources ond efficient interconnect.

(c¢) Assignment an’ linking algovithms to exploit redundancy and {lexible

interconnect.

(d) Methods for expediting cell design with emphasis on functional level

descriptions and enhanced testability.
(¢) Methods for testing complex, multiple-cell, whole~wafer systems, ‘

Complementary work on the developmeiit of various link and interconnect technologies as well
as fabrication/processing technolegy is being supported by the Lincoln Air Force Line Pro- 4
gram, and results are reported under the Lincoln Laboratory Advanced Electronic Technology

Quarterly Technical Summary,

Work for this period is reported under the general headings of RVI1.SI Technology (Sec.11),
Design Aids fo RVLSI (Sec, lII), anda RVLSI Testing and Applications (Sec. IV}, In the area of i
RVLSI Technology, a unique approach to a limited style of restructurability was developed and 1
verified through MOSIS. Termed "dynamic bonding," this approach connects all subsystems of
a die to a common set of 1/0 pads through an internal bus. Each system becomes visible to the
outside world by enabling its power pin. Thus, each subsystem can be connected to the outside 3
world in succession for testing or operation, thereby avoiding a unique bond-out. Also, a atan-

dardized frame packaging technique has been developed for MOSIS as an alternative to the MP(C

style of Mead and Conway. The circuit designer is required to fit his design into one of four
gtandard fractional die sizes. This simplifies the bonding and die probing problem and improves
packaging economics.

Some experiments have been conducted exploring the possibility of fabricating laser-
programmable links within the MOSIS NMOS process, Although these links are known to per-

fad T -

form well when precise control over processing technique and materials is possible, the problem

is more difficult when this is not the case.
Under the heading of Design Aids for RV1SI, a number of CAD tools for cell design have

been considered and are at various stages of development, A simple, program-based, mask-level
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layout system called LICL has been developed and is operational on the PDP-11/70 and
VAX t1/780 facilities. Two higher-level design systems are in progress which seek to exploit
re:ularity in structural topology. GAMNMA represents an attempt to automate the "dense gate
matrix" discipline of Lopez and Law. MACPITTS is a system which accepts functional level
descriptions and permits rapid design of cells which can be expressed as combinations and in-
terconnections of a small number of regular, elemental logic structures (e.g., finite state ma-
chines and register arrays). The structure of MACPITTS allows the designer to take advantage
of natural concurrency in a given desipgn which is an asset for signal-processing applications.
Since only a limited number of regular building blocks is permitted, the potential for improved
testability, fault tolerance, and performance simulation tools is offered,

Beyond the cell-design problem, considerable effort has been expended in the areas of
placement, routing, assignment, and linking for whole-wafer systems., An experimental sys-
tem was developed to study such issues as redundancy and connectivity requirements as a func-
tion of cell yield, assignment and linking algorithm behavior and computation requirements,
and the impact of imposing various types of regularity constraints on topological interconnect
structure, A subsequent, production-oriented agsignment/linking/laser programming system
is well under way for the packet radio integrator application.

With respect to testing, some preliminary analyses have been conducted examining possible
approaches to enhancing cell testability assuming an external tester approach. The established
"stuck-at" fault detection approach is shown to have a number of undesirable weaknesses, and
the Boolean difference technique is suggested as an alternative with better properties but re-
quiring a larger test vector base. Also, a design has been developed for a logic tesiing element
and a concomitant testability criterion ideally suited to dynamic circuit applications and appro-
priate for automatic computer control. The tester can absorb a test vector stream supplied by
a host, apply it at speed to a device-under-test, and record results. The devic: supports a
limited looping capability and can apply "hold" conditions. These devices can be chained to-
gether, 4 bits to a slice, to provide as wide a stimulus/response interface as desired. Although
intended in the near term as the elements of a standalone system to aid in cell testing, they can
be considered as a specialized cell type unto themselves which could be scattered among "pay-
load" cells in a whole-wafer system to enhance global testability.

Also, a methodology has been developed for checking the functionality of a wafer-scale inter-
connect matrix wholly independent from the cells themselves. This method requires only a mi-
nute amount of extra interconnect over and above what is normally needed and can be automated
in a very straightforward way. The test algerithn: is seen to be very rigorous for its conceptual
simplicity and has been adopted for the packet radio integrator.

Applications addressed to date include an integrator for packet radio application, a filter
for speech-processing applications, and an FFT system for vocoders. The integrator effort is
progressing in two phases. During the first phase, a scaled-down version is being developed
using the Lincoln CMOS gate array as a cell design expedient. This will permit evaluation and
refinement of the assignment/linking/laser programming automation in a limited, controlled
manner. The final design will be developed during the second phuse and will require modifica-
tions, extensions, and enhancements of the CAD tools already in place.

'The speech filter was used as a primary vehicle for debugging the LICL layout system and
has been processed through MOSIS. It is currently undergoing evaluation.
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A design study was conducted investigating DFT structures suitable for both speech-oriented
applications and implementation via the multi-cellular RVLS! approach. Several architectural
approaches were examined, and it was concluded that the pipeline FFT is best matched to the
RVLSI philosophy. Butterfly, memory and conmmutator functions were considered as candidate
elemental cell types.

Finally, the VAX 11/780 CAD tool development facility is operational and is in the process
of being enhanced with extra disk space, an ARPANET connection, a color display, and a link
to the laser assembly. LICL, MACPITTS, and s flexible design-rule checker are being installed.
The production-oriented assignment/linking/laser programming automation for the packet radio
integrator is also being implemented on this facility., Further, the Lincoin wafer probe facility
has been used successfully on five MPC runs thus providing a quick-turnaround service to the
ARPA MOSIS community.
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11, RVLSI TECHNOLOGY

Ao DYNAMIC BONDING FOR MULTIPROJECT CHIPS

1. Introduction

In the Multiproject Chip (MPC) style of fabricating ¢xperimental NMOS integrated cireuits,
many unrelated designs, each with its own [/O pads, are placed on a single die,  The multi-
project die is packaged in o 40-pin or larger package, with one project bonded to the package
pins, Figure [1-1 shows a 255 X 303-mil die from MPC79 (Ref. 1) inside an array of package
bonding pads. MPC79 included 82 projects on 12 die types spread over two wafers, 3

The MPC implementation technique tends to minimize mask and wafer fabrication cost per

design, but not without penalty. Disadvantages include the following:

(a) Wafer probe testing is not feasible;
(b) The large number of differernt bonding maps results in costly packaging;

A

(c) Only one project per die can be tested.
A method is described here for "dynamic bonding" by which it is possible to connect each project,
one at a time, to a standard array of die pads, The method can be extended to permit commu-
nication between projects, allowing designers to assemble individual projects into a single-chip
systemz thus demonstrating some of the advantages of Restructurable ‘/'LSI3'4 techniques, 1

2, Assumptions for Dynamic Bonding

Tre following assumptions have been made regarding dynamic bonding: |

(a) Dynamic bonding should have small impact on the design process; in
particular, the designer should not be unduly constrained in choice of
aspect ratio for the design or apportionment of total allowed 1/0 between

ol i

input and output.

(b) A package pin should logically look like a project pad, and a tri-state
capability should be provided,

() Dymamic bonding should be implementable in the current silicon foundry
standard NMOS process, 4

«d) The probability that a mistake by one designer makes an entire die inop-
erable should be minimized.

i

3. Proposed Technique

We propose that a set of bonding pads, each with associated 1/0O circuitry, be located on the
periphery of each die, Projects are placed on the die and their circuits connected to the die
1/0O pads via an on-chip bus as depicted schematically in Fig,11-2, The projects and the die
1/0 pads share a common ground but are powered by separate VDD lines, A project is selected
{connected to the die /O pads) by supplying power to its Vpp line (die 1/0 pads are always
powered), The VDD line of unselected projects is grounded (or left unconn=acted),

Due to our desire not to constrair the designer in 1/0 ascignment, and to simplify routing
of interconnect, each Data line of the on-chip bus may he used for either input or output. This
means ihat all project output drivers must be high impedance when the project is not selected,
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{ and that the selected project must be able to specify whether a die 1/0 pad is used for input or

b output. Tou achieve this, each Data line is accompanied by a Select line which determines the
i mode of operation of the die 1/0 pad.  Only selected projects are allowed to affect the siate of
i .

R Sclect lines,

Project 1/O circuits are provided as a library cell in several versions, The three most

important of these cells are depicted in Fig. 11-3, ‘The three cells are shown connected to the

same pair of Data (D) and Sclect (8) lincs, and are thus presumably parts of different projects,
The cells are designed such that they appear as a high-impedance load to the on-chip bus when
not powered, The operation of vach is described briefly below,

The Froject Input cell contains a bus receiver circult for inputting data from the bus, and
a pull~down transistor that sets the Select line to logical 0 when prwered, The Project Qutput
cell contains a bus driver circuit for outputting data to the bus, and a pull-up transistor that

sets the Sclect line te logical 4 when the circuitry is powered.,  The Project Tri-State cell is
the most complex of the three, First, it contains a bus driver circuit for setting the state of

y the Select line as determined by the enable line from the project. Sccond, a tri-state bus driver
| 18 employed to drive the Data line, thus allowing data to be input from this bus line as well as
8 1oty Finally, a bus receiver circuit provides the clean interface between the Data line and

tl.e 1 oject, Note that the existence of the bus receiver circuits in the Project input and Project

Tri State cells minimizes the probability that a project design error can rdversely affect the
opetation of the on-chip bus for other projects,

"1 - Llock diagram of the die [/O pads is given in Fig,[1-4. Bach pad is associated with one
pair ot Dat. and Select lines, The pad circuitry is bidirectional — it may be used to drive sig-
nals frov: 'he outside worlc to the on-chip bus or, alternatively, to drive signals from the on-
chip bus to the outside world, The state of the Select line determines the mode of operation,

4. Advantages and Disadvantages of Dynamic Bonding

The primary benefit of the dynamic bonding scheme is the standardization of the die bonding
pads. This standardization makes feasible testing by wafer probing and reduces the cost of
packaging. In addition, since all projects on a single die may be tested after packaging, fewer
packaged chips may be required.

Dynamic bonding can be readily extended to allow communication between projects, Thus,
projects would be first tested as separate entities, and then, if found operable, would be con-~
nected together into a single-chip system. These single-chip systems couid conceivably include
redundant components and thus demonstrate the advantages of restructurability,

Project selection via the power pin requires no additional complexity in the project and helps

to ensure that a design in one project does not kill the die. However, the requirement of sepa-

rate VDD pads reduces the total number of available data pins. For a 40-pin package and N
projec.s on a die, the maximum available logic pins will be 40-2-N.

Because of the required interconnect area and die bonding pads, fewer projects can be !
pocked on a die than at present. A packing experiment was performed in which each project in . '
MPC79 was increased in size enough to allow placemcent of interconnect metal lines for that 3
project's pads on two sides of the project, Allowance was not made for die pads, so the results

may be slightly optimistic, The 82 projects were placed on 23 dice as compared with 12 for
MPCT79 or, excluding onc large project which required an entire die, 22 and 14, The maximum

number of projects on a die was 6,
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The dynamic bonding interconnect lines must be routed on the die. In the MPC implementa-
tion style, this design task would be performed by the data management contractor. Alterna-
tively, groups of designers could take advantage of dynamic bonding by submitting whole-die
projects already routed. In many cases, where projects have relatively few [/0 terminals,
some pacxage pins need not be shared.

Finally, due to delays on the on-chip bus, a dynamically bonded project should be expected
to run somewhat slower than its current MPC counterpart. These delays are minimized by the

design of appropriately sized bus drivers.

5, Dynamic Bonding Circuits

The 1/0 circuits needed for dynamic bonding (Figs. 1I-3 and II-4) were designed for MOSIS
implementation and placed in a cell library for use in a test project. The on-chip bus armver
circuits are two-stage superbuffers with a scaling of transistor sizes according to the guidelines
of Mead and Conway.5 The requirement that bus driver outputs assume a high-imyedance state
with the power off is achieved by using an enhancement-mode pull-up transistor at the output of
the stage. This means that logical 1's on the bus will be a threshold voltage below VDI)' The
output transistors, which have a width/length of 24, are designed to drive a worst-case inter-
connect run equal in length to the sum of the length and width of the MPC79 die (14.2 mm). The
capacitance of such a run is estimated as 2.5 pF,

The bus receiver circuit is a one-stage superbuffer which provides isolation between project
circuitry and the on-chip bus and restores logical 1 signals to vDD‘ The pad driver circuit is
from the standard MPC (MOSIS) cell library.

The project [/O circuits were designed to be completely interchangeable with existing cells,
both electrically and geometrically. Thus, a project designer could convert his design to a dy-
namic bonding implementation simply by replacing the existing 1/O cells with the dynamic bonding
I/O cells. These cells are available in CIF (Caltech Intermediate Form).

6. The Dynaranic Bonding Test Chip

A test chip was designed so that important 7/0 timing paths could be characterized for both
the existing cells and the dynamic bonding cella (see Fig.Il-5 for blcck diagram), The Padln,
PadOut, and radTri-State circuits are from the MPC (MOSIS) cell 1brary, The Project Input,
Project Qutput, and Project Tri-State circuits are the dynamic bonding circuits. The I/O Pad
circuits are the dynamic bonding die pads. Finally, the Logic block was designed to allow mea-~
surement of various timing paths in the Tri-State circuits, as described below.

The dynamically bonded porticn of the test chip contains two mini-projects, powered by
VDDi and VDDZ' Each mini-project contains two I/O terminals, thus requiring two pui:s of
on-chip bus lines (DO-S0 and Di'si)' For purposes of this experiment, two sets of die 1/O Pads
have been included, A and B, powered respectively by VDD3 and VDD4‘

When I/O Pads A are active, the bus connecting die pads to project 1/0 circuits is shari {lcw
capacitance). When [/O Pads B are selected, a worst-case bus is simulated by loading the ends
with large depletion-mode transistors with gate capacitances of 2.5 pF. In addition, a portion
of the bus between the two sets of die I/O Pa“s has been replaced with polysilicon segments of
2K ohms. These segments serve to simulate the effect of bus crossovers as well as isolate fast
transitions on the best-case bus {from the large capacitance of the worst-case bus.
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{ The principal tim’ng measurement to be made is the data patli delay — the delay between a

project output and corresponding chip output, For the standard 1/0 scheme this is simply the

delay of a pad driver, and can be measured using project rterminals IN5 and OUT. Tri-State
circuits not onl, have a deiay in the data path, as above, but also a delay between enabling the
circuit and the presence of valid data at the output. The timing delays associated with the Tri-

me e az st

State ci:cuits are measured with the assistance of the Logic circuitry (Fig, I1-6) and two control
pads (TN, and IN2)- Control pad I‘.\'1 determines which of the two Tri-State circuits is enabled.
Ouly on¢ 'I'ri-3State circuit is enabled for output at a time, the other is used as an input, Control

2
i
A

A g T

pad IN, determines what each Tri-State receives as input. When IN, is zero, D =D
2 2 N, IN,,

= \ i = = 3 5 .
and D.lNZ DOUT1,' When ID.Z is one, DIN1 1 and DINZ 0, regardless of DOUTi and DOUTZ

The data path delay of the Tri-State circuits is measured with INZ set to zero and IN1 set to
cither zero or one, Consider the measurement as done on the library Tri-State circuit, PadTri-

ernaech of

BT T o g i, e

State., If IN, is zero, then T84 is enabled for outpui, and the delay between a driven signal

at TS2 and the inverted output at TS4 is measured. If IN1 is one, then TS2 is enabled for output,
and the delay belween a driven signal at TS1 and the inverted output at TS2 can be measured.

! The enabling delay of the Tri-State circuits ie measured with IN2 set to one and TS1 tied to

‘ ‘T32 as a common ovutput node. When IN1 is zero, TS1 is enabled for output, TS2 is disabled, i
; and the common output node will be driven to one (since the Logic has frozen DIN1 at one), When
y IN1 is one, TS2 is enabled, and the output is driven to zero. The enabling delay is measured by

driving IN, and watching the TS1-TS2 output.

Note that, in all the above timing measurements, the output of the driven signal is inverted
as well as delayed. This means that the output may be tied to input in the manner of a ring os- "
cillator, and the timing measurements may be made without the benefit of a signal generator.

The timing delays associated with the dynamic bonding circuitry are measured using the
methods described above. The data path delay of the Project Input and Project Output circuitry
is measured by turning on V DD2 and powering VDD3 (to use best-case bus) or VDD4 { for worst-
case bus). The delays associated with the Project Tri-State circuitry are measured by powering
VDDi and powering VDD3 or VDD4' When VDD3 is powered, thz A I/O Pads are selected, and }
project terminals A0 and A1 are used tor the measurements. When VDD4 is powered, the B 1/O

IS I
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Pads are selected, and project terminals BJ and B4 are used.

7. Experimental Results

The dynamic bonding test project was laid out and the masks described in CIF wih the aid
of LICL. (Lincoln Integrated Circuit Language). The CIF description of the project was submitted
to MOSIS on 6 January 1981, Three packaged chips were returned on 12 March, All three chips
were functional.

The results of the delay-t‘me measurements described previously may be found in Table II-1.
The test strip's 12 .stage ring oscillator had a relatively slow oscillation frequency of 14.0 MHz

b e i . - ot O

[measurement (0)'. In the past, this frequency has been typically 15 MHz (see Ref. 1}, The re- -
sults of tue I/O timing measurements should be considered with this in mind. ;

There were taree groups of four I/O timing measuremesnts made, Measurements (1) throagh :
(4) involve the staundard 1/0 circuitry and are used to examine the following:
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(a) T'be data path delay through the Padin and PadOut circuits,

(b) The data path delay through the Tri-State Circuits of TS1 and TS2, with
TS2 being the input pad and TS1 being the outpuy;

(¢) Same as (b), with TS1 the input and TSZ the output;
(d) The enabling/disabling time delay tor the Tri-State circuits,

The second and third groups of four are the corresnonding measurements made for the dyanmic
bonding circuitry for the best-case bus [measurements (5) through (8)] and the worst-case bus
[mecasurements (9) through (12}].

The IN3-OU’1‘ loop of measurement (1) oscillated with a period of 26 ns, This loop delay
can be separated into three components: Padln to the inverter input, inverter input to output,
and inverter output (PadOut inbut) to PadQut output, The first of these is assumed to be zero
since it is nothing more than a diffused wire. The calculated pair delay (thc sum of the low-to-
high and high-to-low delays) of the inverter is 6 ns, Therefore, the pair delay of the PadOut
circuit is 20 ns. Afier accounting for the difference in the low-to-high and high-to-low delays
of the inverter, it was found that these delays were nearly symmetrical for the PadOut circuit
(the output low-to-high delay was 1 ns slower), Thus, the one-way delay of the PadOut circuit
(regardless of the direction of the transition) is about 10 ns. Increased loading capacitance was
observed to affect the one-way delay at the rate of 0.11 ns/pF.

TABLE 1I-1
DYNAMIC BONDING TEST PROJECT EXPERIMENTAL RESULTS
Occillation Period (Avg.)

Power Nodes INI lN2 (ns)
(0) \ c 19=Stage - - 90, 92, 90-91

os Ring Oscillator
(1) VDDO INa-OUT - - 24, 28, 27-26
(2) TS1-TS2 0 0 62, 68, 64-65
(3) 0 78, 88, 82-83
(4) IN,-TS? =32 - 1 134, 142, 136-137
(5) Vop2,3 AO-A1 - - 62, 64, 63-63
(6) Vboo,1.3 AO-A1 0 0 91, 103, 95-94
7) AC-A1 1 0 86, 98, 92-92
(8) IN,-A0-A1 - 1 134, 155, 140-143
(%) Voba,4 BO-B1 - - 88, 88, 18-88
(10) VbDo,1.4 BO-B1 0 0 117, 128, 122-122
(1) 80-81 1 0 111, 120, 116-116
(12) IN‘-BO-EI - i 148, 165, 152-155
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The thaing loop of measurement (5) can be separated into two (to and from the project) bus
drives pair delays, a PadOut pair delay, a bus receiver pair delay, and an inverter pair delay.
The result of measurement (1) can be subtracted from (5) leaving 37 ns for two bus driver pair
delays, or 46 ns per pair delay, Assuming that the low-to-high and high-to-low delays of the
driver are roughly symmetrical (as they were for the PadOut circuit), the one-way delay of the
bus driver circuit (driving a best-case bus) is 8 ns.

The effect of increased bus loading can be determined by subtracting measurements (5) from
(9), (6) from (10), and (7) from (11) to get 25, 26, and 24 ns, respectively. These results indi-
cate that the pair delay of a bus driver driving a worst~case bus is about 12 ns greater than for
the best-case bus, This result is confirmed by subtracting measurement (8) from (12) to get
12 ns directly (in these two measurements inputs to the project arrive via the control pads, not
the on-chip bus, and therefore have only one bus driver pair delay per cycle), The one-way de-
lay of the drivers is increased by 6 ns to a total of 14 ns for the worst-case bus.

Because the delays of the Logic block itself were substantially greater than the delays to be
measured, it was impossible to do any meaningful extraction of tri-state enabling times from
the data, A comparison of the vesults of measurements (4), (8), and (12) does, however, indi-
cate that the tri-state enabling delay titne for the dynamic bonding circuitry suffers roughly the

same penalty as does the data path delay.

8. Summary

A scheme for the dynamic bonding of experimental NMOS test projects has been proposed.

In the proposed scheme, all prajects of a multiproject die are interfaced to the same set of phys~
ical I/0 pads. Froject selection {s done simply by turning on the power for the project to be
selected. Dynamic bonding would make it feasible to test projects at the wafer level, simplify
the packaging procedure, and allow all projects on a die to be tested after packaging.

A test project for the proposed scheme i:as been designed, fabricated, and tested. The dy-
namic bonding 1/0 circuits were 100-percent functional. The project~die pad delays were 8 and
14 ns for the short and long buses, respectively.

The method can be extended to permit communication between projects and provide designers
a bus and other support circuitry for connecting their »rojects into a single-chip system.

B. A STANDARD FRAME STYLE OF PROTOTYPE IC FABRICATION

1. Introduction

An implementation system for prototype custom integrated circuits should minimize cost
per design for mask making, wafer fabricatior. and packaging, produce chips with a fast turn-
around time, and minimize design constraints. The goal of low cost is especially important for
student projects. The MPC approach pioneered by Mead and Conway has been successful in
menting these goals.” In MPC, a nuinber of designs are packed onto a standard size die and sev-
eral different die types are assembled on a mask., Each design on a die (or chip) hag its own
bonding pads, and a single design is bonded out when a chip is packaged.

The MPC approach minimizes mask area at the expense of wafev area since it is easy to
replicate the mask set on many wafers. The MPC and MOSIS practice has been to fabricate one
set of ten wafers for each mask set. The resulting costs for mask generation and wafer fabrica-
tion have been about equal. The number of times a die is repeated on a mask is determined by
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how many chips of each design are required from a 10-wafer fab run and how much redundancy
is needed against mask defects. With increased confidence in mask making and fabrication, the
number of die type replications has been reduced in recent MOSIS runs from the earlier MPC
runs, With electron~-beam mask making there is no penalty in having many unique patterns on
a mask,

Two problems with the MPC scheme are the impossibility of doing wafer probing and the
delay and cost of packaging. Both are a result of the unique bonding pad layout of each design.
This section describes an alternative implementation scheme which standardizes the pad lay-
out and therefore permits wafer probing and simplifies packaging. Its advantages and disad-
vantages will be discussed and some comparisons made with the MPC style.

2. Standard Frames or Multiproject Wafer

If designers are encouraged, or required, to ur. one of a few standard frames with bonding
pads then it is possible to do wafer probing with only a few probe cards, and packaging is iden-
tical for all designs using the same standard frame. The standard frames may be used in two
different ways. First, they may be packed into a standard single-size die which is cut and
packaged on one chip, MPC style. Or, each Standard Frame die may be separated from the
wafer as a separate chip, in which case we have what might be termed a multiproject wafer.
The second method n.akes more efficient use of the wafers at the expense of a higher gcribing
cost.

Comparisons of mask area consumption by the Standard Frame vs MPC have been made
usiug data on the projects of MPC79 (Ref. 1) and MPC580 (Ref.7). The MPC79 die which was
used as a standard has an overall size of 7696 X 6477 microns and a usable area of 7548 X
5926 microns. Full-, half-, and quarter-size frames were defined with adequate space for
test strips and scribe marks. The project area dimensions for these dice are:

Full 7548 X 5926 microns
Half 5926 X 3700 microns
Quarter 3700 X 2688 microns

The MPC580 run used tv o mask sets and two die 3izes, one slightly larger and one slightly
smaller than the MPC79 die., One MPC580 project did not fit on an MPC79 die and is excluded
from the comparisons.

Table II-2 summarizes the data and shows the relative mask area for one copy of =ach type.
The SF ascheme requires 2.16 and 1.67 times the MPC mask area for MPC79 and MPC580, re-
spectively. However, to obtain a certain number of packaged devices for each design from a
10-wafer fab run, more than one copy of a die type per wafer may be required. Assume that
we wish to have a 90=-percent probability that each designer receives two packaged chips free
of processing defects. Using the yleld equation:

Y = {1/[1 + A/(AO * 4,5)]} ** 4,5

and A0, area per defect, equal to 30 mm2 the results of Table II-3 are obtained.f Since there
are 8o many small projects, yield ‘or a one-eighth size project has also been calculated. For

t This number for A0 may be optimistic, "Status '80 — A Report on the Integrated Circuit In-
dustry," Integrated Circuit Engineering Corporation, gives A0 = 19,3 mm?2 as a typical industry
MOS number, This gives project yields of 0,15, 0,36, 0,61, and 0.78 for the four sizes.
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|
| TABLE 11-2
i MPC AND Sf COMPARISONS
3
! MPC79 MPC580
i Number of Projects 82.0 167.,0
MPC Die Types 12.0 36.0
Full-Size SF PFrojects 2.0 10.0
Half=Size SF Projects 12.0 35.0
Quarter~Size SF Projects 68.0 127.,0
SF Equivalent MPC Dice 25,0 60,0
SF=to~MPC Mask Area 2,16 1.67
i
LI TABLE 11-3
E{ YIELDS FOR DIFFERENT SIZE PROJECTS
Project Project Devices Probability of Two
Size Yield Packaged Good Devices
Full 0.28 10 0.85
Half 0.51 & 0.50
Quarter 0.73 4 0.93
Eighth 0.85 3 0.94
12
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the ass'uved AO, these yields are conservative since rany projects are smaller than the SF
allowed area. These data can be used to determine how many copies of each die type must he
placed on the mask to obtain sufficient chips from a 10-wafer fab run. We assume that the in-
dividual projects on the ST wafers are all separated. Then, the number of MPC full-size equiv-
alent dice required on the masks is shown in Table 11-4 where the first number is the minimum
required by the vield calculations and the second provides mask defects, The MP('79 run had

54 project dice plus 3 drop-in test dice on each wafer, so with either MPC or SIF one wafer would
be used for MPC79 and two for MPC580 (with somc loss of mask de®cct redundancy with S§),

As noted earlier, one complication with the Standard Frame is the necessity to cut several
different size dice from one wafer. To facilitate this it would probably be desirable te format
the wafer in a regular fashion, such as having only one size of die in a row. This may increase
{ne rumber of equivalent dice for SF in Table I1-4.

TABLE |1-4
NUMBER OF FULL-SIZE EQUIVALENT DICE ON MASK
MPC79 MPC580
MPC 33, 34 77, 81
Standard Frame 25, 50 40, 120

The LICL program has procedures for generating full, 1/2, 1/4, and 1/8 size frames with
bonding pads and power distribution buses on the periphery. The bonding pad at each position ix
present, even if not used, so that standard package bonding may be done for each chip, The
1/8-gize die has 24 pads and the others 40, with space for additional pads on tac two larger ones,
Standard power pin locations are present, but the designer could change tucir position. In LICL,
and in other sim{lar systems the desired I/O circuit is placed by name at the desired location,
For other systems, a table of pad positions would be required. Two Lincoln laboratory projects
have been buflt in MOSIS uaing Standard Frames.

3. Advantages and Disadvantages of Standard Frame

The principal advantage of using the Standard Frame is that the pa-:kaging process is stan-
dardized and should be less expensive and less error prone than for MPC. [t also makes it pos-
sible to do wafer probing with a few probe cards — three, for instance, in the above example. As
shown in Table II-4, the relative efficiencies of mask and wafer utilization depend on defect re-
dundancy strategles but are about the same. The SF style yields more di~e than required for the
small projects.

The principal disadvantage of the SF style is the constraint that a design must fit within one
of the Standard Frames. Note, however, that the comparisons made here have been done with a
set of designs for which the only constraint was a maximum size, so it may not be necessary to
emphasize the use of a smallest possible frame to achieve efficiencies comparable to MPC. If
SF sizes are changed from 1un to run, then resubmission of a design will require redesign. De-
signs which are small relative to a SF would have relatively long leads between the circuitry and
the pads which could affect performance.
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4. Summary

The Standard Frame style of IC prototype implementation, which is well matched to electron-
beam mask making, makes possible wafer probing and simplifies packaging. Using data from two
, MPC runs, it has been Jhown that mask and wafer utilization are about the same for the MPC aad
SF styles.

g.

C. MOSIS LASER-FORMED CONNECTION EXPERIMENT

Redundancy is necessary in very large (wafer-scale) integrated circuits since processing is
imperfect and a certain percentage of the ¢ reuitry will not be functional. One approach to the ]
defect avoidance problem is to partition the total circuit into pieces which can be individually '

5 tested after fabrication. These pieces are then interconnected using an X-Y grid of conductors. ' :
! Primary interest centers on the device placed at the vertical-horizontal crossings in the grid.
‘ Although a wide variety of possibilities is available, laser zappable links look very promising g

and have many desirable characteristics such as low "on" resistance, high “off" resistance,
visually checkable connections, high reliability, and inexpensive programming equipment.

‘ The DARPA MOSIS process provides only single~level metal, whereas the zapnable links
L built at Lincoln Laboratory use metal-metal structur‘es.8 Data gathered at Lincoln indicated that {
there were failure modes involving metal-poly and metal-substrate shorts in various test stiuc-
tures. Thus, the possibility was present that these mechanisms could be exploited to form use-
ful links in the MOSIS context.

A test chip was designed for MOSIS fabrication comprising nine 3-by-3 test arrays of metal- ‘
poly links and a similar number of metal-diffusion links. The dimensions of the test links were ii
very nearly the same as those used in conjunction with the Lir.coln bulk CMOS facility, making
the same probe card and test equipment usable. Many copies of the chip have been fabricated
and received at Lincoln Laboratory.

The first attempt at zapping the links looked good visually, Further, it appeared that three
timea the amount of beam intensity was required to cut through poly as through metal, indicating
that {t would be possible to make a metal-poly link without shorting through to the substrate. ]
Difficulties with the test facility have prevented checking the electrical properties of the links,
but this is being actively pursued,

Another test chip is being considered for implementation. Thig will have two other struc-
tures which might be used for zappable links in the MOSIS process, Depending on the results of ‘
the electrical tests on the current link designs, this will be laid out and submitted for fabrication 1

el b,

in the near future. i
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Fig.I1-4. Example of a die from MPC79.
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[II. DESIGN AIDS FOR RVLSI

Ao INTRACELLULAR
1. LICL -~ Lincoln Integrated Circuit Language

LICL is a simple layout language which allows chip designers to describe IC masks in a
high-level text fox-m.9 Representing the chip as a program rather than graphically allows the
designer to imiplement arbitrarily complex routing strategies and conversions from, say, logic
descriptions into canonical logic forms such as gate matrices, gate arrays, and programmed
logic arrays, The output of LICL programs is CIF 2,0 suitable for analysis and simulation with
tools developed at the M.L. T, Laboratory for Computer Science, The CIF output is compatible
with the MOSIS fabrication service,

LICL "programs" are actually written in "C} the primary programming language used on
UNIX(TM) systems, (LICL development was doue using a PDP-11/70 computer, and LICL has
been adapted for VAX UNIX since the Lincoln machine has been installed.) Embedding LICL in
C rather than writing a separate compiler allowed quick implementation, but also created a
number of problems. Mainly, there is an extreme decoupling of the program which actually gan-
erates the CIF output and the source code that describes this process, Thus, when an error is
encountered such as a "box with zero width" no pointer back into the source code is available to
indicate where the problem lies. In spite of the drawbacks, other ARPA VLSI research groups
chose the same approach: the M.LT. Artificial Intelligence Laboratory uses LISP, California
Institute of Technology and USC Information Sciences Institute use SIMULA, Bolt Beranek znd
Newman's SSL is a distant relative of LICL and is embedded in BCPL, and Stanford University's
CLL is also in C.

LICL programs deal with two "normal" data types and two extended types, The normal types
are integers, typically used to specify locations on a one-lambda grid, and character strings
which are needed to specify and subsequently look up names in a data base associated with a de-
sign., The extended data types are POINTS which are simply X-coordinate, Y-coordinate, Layer
triples, and ITEMs which are pointers to the LICL structure for (a partial) chip design. Given
X, Y, and Layer, a POINT variable Pt can be set by Pt = Point(X, Y, Layer). Conversely, a
POINT can be decomposed by statements such as ptX = Pt — X, which extracts the X component
of the POINT structure Pt,

The simplest ITEM is a rectangle of some material, The Rect(Layer, XMin, YMin, XMax,
YMax) function returns an ITEM which is the representation of the required rectangle in the data
base. A different and sometimes more convenient way of describing a rectangle is Box(Layer,
Length, Width, XCeanter, YCenter) which is closer to the CIF " Box" primitive,

Wire(N, Layer, Gage, X1,Y1, X2,Y2,.,.,XN,YN) returng an ITEM which is a wire of width
"Gage" and having centerline points X1,v1, X2,Y2, through XN,YN, Sometimes it is more con-
venient to describe a wire by starting with the absolute coordinates of an end point and then using
incremental displacements for the others: DWire(N, Layer, Gage, X1,¥1, dX2,dy2,...,dXN,dYN),

In order to combine rectangles, wires, and other I'TEMs, the function Merge(N, I1, 12, ..,,IN)
is provided. Also, there are the following geometric operators which apply to ITEMs: MirrorX(l)
Mirror¥Y(I), RotCCW(I), RotCW(I), Move(l, dX,dY), Home(I), and Align(I, Name, Point), Home
is a special case of Move which forces the upper-left corner of its argument to be at the origin,

a fairly standard convention, Align moves its first argument so that the named point in that
[TEM coincides with the third argument,
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In addition to forming structures, one may ask questions about them. The following func-
tions can be used to allow programs to do placement of substructures: Top(l), Bottom(I), Left(I),

Right(I), Width(I), and Length(I).
The Cell(I, "Name") function declares that the argument ITEM is a cell with name "NameJ

Cells are special kinds of ITEMs that can have names declared in them that represent connec-
tion points, For instance, we might "write,

Adder = Cell(Ad0, "XAddr");

Terminal{Adder, Point(10, 20, NP), "In");

Terminal(Adder, Point(10, 40, ND), "OQut");
This will define the two names XAddr,In and XAddr,Out, After the Adder cell has been trans-
lated, rotated, etc., the input point can be founu by

AdIn = Find(f(Adder), "XAddr,In");

which defines the POINT named AdIn, Cells can be used as parts of other cells, and the names
concatenate in the normal left-to-right way. For example, i{ Adder is used in a bigger cell

called CPU, the adder input name would be CPU.XAddr.in,
The function Repeat(item, Nx,Ny, Dx,Dy) returns an ITEM which is a LICL array of Nx * Ny
copies of "item Repeat calls the Cell function internally to give integer names of the form X.Y

to each instance of "item.) For example,
Repeat(Adder, 2,3, Length(Adder), -Width(Adder));

forms a 6-element array. The input terminals have the following nan .

0.0,In Upper-left corner
1,0,In Upper-right corner
0,1.In Middle row, left
1.1.In Middle row, right
0.,1,In Bottom-left corner
1.4.In Bottom-right corner

Frequently, the PDP-11/70 is too small to hold the data base for a typical chip, ‘This is
due primarily to the rather limited address space that a process sees, To cope with this limit,
two pseudoitems have been added to LICL — Include("cif-file") and Call(Symbol-number), These
a.e useful when composing a design from cells supplied from elsewhere in the form of a CIF file
(e.g., the Stanford cell library).

There are several libraries and extensions of LICL available, Pads, bits, and bfrs are the
various parts of the original Xerox PARC library. CR is a very simple channel router which
assists the chip designer in making connections automatically, PF is an experimental feature
which provides users with only four different chip sizes (full, halt, quarter, and eighth die} and
standard positions for the bonding pads (cf. Sec.II-B). PF will enable wafer probe testing be-
fore packaging and more efficient utilization of the wafer area, Other extensions such as a reg-
ister array generator are being investigated at the present time. The PLA generator extension
is a candidate for implementing some of the new folding algorithms which have been reported

recently,
To date, LICL and its extensions have been used successfully to generate three project

chips for MOSIS.
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2. GAMMA ~ Design Automation for the Dense Gate Matrix Discipline

An integrated circuit or logical cell design may be specified at several different levels of
abstraction, The lowest level is the actual geometric mask layout. This level contains the
most information and is consequently the most difficult and iime consuming to specify, Above
this level, an abstraction known as sticks® is often ured, which can specify the topology of a
circuit without the actual geometries of the design rules, By relieving the designer of the ne-
cessity to concern himself with geometry, the design task becomes significantly easier, The
siicks design, however, must eventually be transformed to a full geometric mask specification.
Above the sticks level, a circuit may be specified as a schematic or a network of transistors.
Since logic gatec can be treated as small transistor network macros, the design task becomes
similar to conventional logic design, At even higher levels, a circuit can be specified either by
the logical function it performs or the algorithm it implements. As one progresses to higher
levels of abstraction, the design task becomes simpler as less detailed information must be
presented, Still, these high-level descriptions must be converted somehow to the low-level
mask de«ign for fabrication,

.ers have done work in automating the process of converting some of the different high-
lev.i ubstract design formats down to low-leve) mask data, Programs such as Cabbage have
been written which attempt to convert from sticks to geometric mask layouts, Such programs
accept arbitrary stick diagrams, flesh them out naively according to the design rules, and then
compact the resulting design. Similarly, elsewhere in the DARPA community attempts are be-
ing made to construct mask layouts from functional specifications of a circuit in the form of a
LISP program. The work described here concerns itself with building masks from the transistor
network level of abstraction, We have chosen to concentrate on this intermediate level of ab-
straction because we feel that the functional level is too ambitious while the sticks level still
requires significant design effort.

As part of the RVLSI project, a language known as HISDL (Hierarchical and [terative Struc-
ture Description Language) was developed4 which is well suited for specifying interconnections
between components. In our case the lowest-level components can be transistors, which allows
us to use HISDL to specify a circuit as a network of transistors, The hierarchical nature of
HISDL is particularly useful, as gates may be defined in terms of transistors and larger func-
tional blocka in terms of gates which greatly simplifies the design process. An example of a
hierarchical HISDL description of a D Master Slave Flip-Flop is shown in Fig, IIl-1, The goal
of this project is to convert the logical net list (LNET) output of the HISDL program into com-
plete mask specifications,

Normal mask layouts have many degrees of freedom, So many different decisions must be
made when laying out a circuit that it is inconceivable to automate the pricess of generating an
optimum arbitrary mask. By constraining the domain of allowable design ‘ormats, however,
the number of decisions required is considerably reduced, 'This often res lts in layouts which
take more area than comparable arbitrary ones, Thie is the case with suz formats as conven-
tional gate arrays., A trade-off thus exists between the potential for autor.ation vs the resulting
efficiency of design. It is therefore desirable to develop a format which constrains the design
enough to make it manageable, yet still leads to designs which are only somewhat less efficient
than handcrafted ones,
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In a recent paper by Lopez and Law,io a laycut discipline was proposed for CMOS logic
which seems to meet the above criteria, This discipline is known as the "dense gate matrix"
layout method. Briefly stated, designs using this discipline have vertical polysilicon lines act-
ing as both [/O lines and as common gates for transistors. The diffusion lines run horizontally
crossing the poly lines, thus creating transistors, Metal lines also run horizontally connecting
transistors. This method differs from conventional gate arrays in two ways: First, the tran-
sistors are not in fixed locations; second, all mask layers change from circuit to circuit, not
just the metal mask. L.opez and Law claim that designs dune by hand using this discipline com-
pare favorably with arbitrary hand designs of the same circuit, No mention is made, however,
of any algorithm which implements this design discipline. A concise yet detailed description
of the gate matrix discipline appears in Ref, 11,

When developing an algorithm for implementing the design discipline, it is necessary to
first accurately specify the discipline, We felt at first *hat the discipline expressed in Ref, 11
was too general to specify concisely, Therefore, we chose to restrict this discipline even fur-
ther by allowing only straight horizontal diffusion paths without the vertical stubs or "T"-ghaped
structures that appear in the original discipline, This restiriction precludes any possibility of
overlapping metal and diffusion, since diffusion paths must terminate at both encs with a contact
cut, thereby shorting out any metal path running over diffusion.

With this restricted discipline, it is now possible to enumerate all possible layout situations,
A detailed analysis of the allowable interconnections in CMOE logic design shows tnat, to specify
the transistor network, three connection types suffice, namely: common gate-to-source, drain-
to-source, and drain-to-common gate. By definition, we assign the source of a transistor to be
the left edge of a diffusion path and the drain to be the right edge. This results in two subcases
for each of the above three connection types, depending upon the ordering of the common gates
involved, A third subcase arises when there are intervuning polysilicon lines between the two
common gates being considered which requires a metal crossover to avoid conflict with the poly
lines between them. All nine cases are summarized in Fig, III-2.

The algorithm implemented consists of two major phases, The first phase chooses a "good"
ordering of the vertical polysilicon lines. Once this ordering is established, phase two places
the transistors on their appropriate common gate and connects their sources and drains accord-
ing to the nine cases enumerated above,

A heuristic is used to find a good ordering for the common gates. As can be seen from
Fig. I1I-2, any connection such as a drain-to-source connection, which has the common gates of
the two transistors in the wrong order, will require extra rows to handle, It is therefore desir-
able to minimize these feedback connections in any acceptable ordering of the common gates,

It can also be seen that, given two transistors which are in series and lie on adjacent common
gates, the diffusion pa'1 of the transistors may be continuous with no intervening metal. It is
presumably desirable to minimize as much as possible the amount of metal used, and therefore
require all common gates of transistors which have drain-to-source connections to be as close
to each other as possible. Phase two thus consists of three parts, First, a directed graph de-
picting the dependency of common gate orderings is developed. The nodes of this graph are the
common gates. An arc exists between two nodes if there is either a connection from the first
gate to a source of a transistor on the second gate, a connection from the drain of a transistor
on the first gate to the second gate, or a connection from the drain of a transistor on the first
gate to the source of a transgistor on the second gate. Therefore, this arc means that the second
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comton gate must come after the first in order to avoid a feedback connecticn, This graph is
actually weighted to reflect the number of dependencies each single arc represents,

If this graph is acyclic, then there exists some ordering cof the nodes which will not require
any feedback connections; but, in general, this is nct the case., Phase one therefore attempts
to find a set of arcs with minimun total cost which, when removed, will yield an acyclic graph.
This is an NP-complete problem requiring that an efficient heuristic search technique be used,
A topological sort is done on the resulting acyclic graph to yield an ordering which has minimal
feedback paths, Of all the valid orderings, the topological sort cliooses one which tends to min-
imize the amount of metal and metal contacts used, It does so by computing a cost function of
an ordering based on the sum of the distances between dependent gates, The cost of an arc be-
tween two common gates is zero if they ae dependent due to a series transistor and are adja-
cent, since a continuous diffusion path is used and no metal is required. Otherwise, a large
initiai penalty is added to the cust for requiring a contact cut, which is added to the distanre be-
tween the two common gates in the ordering, No efficient algorithm is known for finding an
optimal weighted topological scrt short of enumeration, Therefore, an initial solution is found
constructively which is improved by pair-wise swapping. Results show, however, that the
constructive initial sorter, which does some alternative checking, performs well enough alone

without the pair-wise swapping.

Phase one of this algorithm was writlen and debugged. This program is known as "GAMMA !
from Gate Matrix, Using the ordering suggestad by GAMMA, several layouts were done by per- !
forming the case analysis of phase two by hand, Results of the design of a SR Flip-Flop and a
D Master Slave Flip-Flop are shown in Figs, II1-3 and 1lI-4, When comparing the design of the 1
D Flip-Flop with the design in Fig, III- 5 which is copied from Ref. 11, it is clear that the auto- ‘i

1
]

mated design is inefficient, After analyzing the results it seems that the source of inefficiency
lies not in the heuristic used to order the common gate lines, but in the restriction against over-
lapping metal and diffusion, The "T"-type structures and their gencralizations, which we call
clusters, are heavily used in Ref, 11 for implementing the parailel and series transistor networks
of NAND and NOR gates. By reversing the left-right orientation of transistors, and having a 3
diffusion stub act as the common drain of two transistors, a single metal path may run over the ,
diffusior. to conuect all the sources together, If several clusters share the same metal path,

several rows can be compacted into one. A pathological example of this inefficiency is shown i
in Fig, III-6(a-c'. It is therefore :lear that, in order to produce efficient designs, the discipline
must be expanded to include clusters,

A preliminary case analysis has be.n done on the cluster discipline. These cases have not
yet Leen fully formalized, as they are more detailed and comprehensive than the cases shown in
Fig. III-2, and hence will not be given here, Using these cases however, the SR Flip-Flop and
D Flip-Flop layouis have been redone as shown in Figs, IlI-7 and III-8, These show great
improvement over the previous designs, and appreach the efficiency oi the hand-done lay-
out in Ref. 11, Work is continuing toward the improvement of the cluster idea and its eventual
implementation,

okl o
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3. Cell Design Appt sach Based on Regular Structures

/. methodology has been developed for the implementation o1 cells which can be described
as combinations of finite state machines and register \ransfers. A software language has been
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defined to implement this methodology, called MACPITTS,! naving a syntax similar to JLISP but
very different semantics, The fundamental differeiice between MACPITTS and conventional soft-
ware languages is the parallelism it encourages which is particularly well suited to describing
signal-processing-oriented structures,

As advances in VLSI technology allow larger and denser ICs to be fabricated, designers are
attempting the implementation of more ambitious systems. The design of such systems has be-
come exceedingly complex, causing an increased interest in design automation tools, These
tools accept a more concise abstraction of the design than the mask layout as input, and produce
a detailed mask layout as output.

Many design aide are geometric, dealing with the placement and layout of boxes, wires,
mask levels, etc, LICL is a good example of such a design aid (cf, Sec. A~1 above). A second-
level design ald accepts a topological or schematic description of a design and helps the user
produce an IC mask. An example of this type is the dense gate matrix discipline (cf, Sec, A-2),
The advantage of the geometrical and topological aids is that all useful logic structures can be
so-described. This is cony :nient for small, random-logic designs, but it cannot easily manage
large regular structures such as RAMs, ROMs, and PLAs, Specifying the contents of a ROM
by its circuit description would not be the optimum use of a designerts time,

A third type of CAD system accepts functional descriptions, MACPITTS is a CAD system
of this type. We believe that as designs become more complex, the functional description be-
comes more concise and suitable, and is ultimately always necessary.

Many tasks involve the manipulation of data stored in registers and control sequences and
gignals, Such tasks may be concisely specified by a combination of register transfer statements
and a finite state machine for control, A MACPIT!'S program is just such a description. Con-~
version of such programs into hardware is called "compilation,” Despite the analogy with soft-
ware compilation, this does not imply the compilation of programs into code which executes on
a general-purpose machine, It should he clearly understood that MACPITTS automatically con-
structs the exact hardware resources for the compiled task,

An important concern is that the compiled design should have performance comparable to
designs generated by other means. Many signal-procesaing tasks are naturally implemented as
designs which make use of large amounts of parallelism, This methodology must be capable of
generating such designs, Conventional microprograrming languages are usually sequential in
nature and thus are not suitable for specifying simultaneous action, Two solutions exist, One
alternative is the automatic detection of parallelism implicit in a sequentisl algorithm and the
construction of an equivalent parailel program. The other alternative is to define a language
with explicit syntactic and semantic constructs for specifying parallelism, We have chosen the
latter method, since we feel that the former is a very difficult problem requiring a prohibitive

investment in tirne and effort. The method of including parallel constructs in the language was
motivated by Hoare's work on Comyiiunicating Sequential 1='x'ocesﬂesi2 and bears resemblance
to CSPs, We envision, however, & future front end for our system which will perform the par-
allelism detection, The support foc parallelism in the system has been an important factor in
the choice of language constructs and target architectures,

A design will consist of a small number of different modules of several types. These mod-
ules will be interconnected using placement and routing routines which are in the process of

t The name "MACPITTS" is a tribute to the early contributors to the field of finite state automata:

McCulloch and Pitts,
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development, Optimality of a solution is not of primary concern since the ratio of interconnect
requirement to module size is very low, Rather, the placement and routing algorithm should
require a minimal amount of human assistance and guarantee a solution as often as possible,
This does not seem difficult since only a small number of modules need be interconnected, im-
plying that even exponential time algorithms may suffice,

Each individual module will be generated by the appropriate routine based on its type, Two
major module types have been identified at present, namely finite state machines and register
arrays. Future module types may include RAMs, ROMs, and multipliers. A general facility
is contemplated for merging modules from other sources, perhaps even from a dense gate
matrix-like circuit description, and interfacing them with the standard module types. Finite
state machines (FSMs) are implemented as PLAs with clocked feedback, They are used to im-
plement the control astructure which sequences register array operations., FSMs communicate
with other modules and with the outside world through signals, The source language for
MACPITTS allows specification of a sequence of output signals to be asserted conditionally de-
pendein on the swaius of input signals, The semantics of those signals which connect to modules
other than other FSMs are not formally specified in the source program at present., Future ver-
sions of MACPITTS will include constructs to specify explicit register transfer operations and
generate the required signals to effect those actions,

Parts o MACPITTS will be useful even before a fully embellished system is completed.
Specifically, the register array and FSM compiler could be used in the context of the LICL sys-
tem., A version of the register array generator has already been incorporated into LICL. The
FSM compiler is uiot quite finished, but no conceptual problems appear to remain, An FSM
simulator is presently functional, Future additions to MACPITTS will include extensions to
CMOS and enhancement of cell testability and fault tolerance through automatic test vector gen-
erat'sn, built-in diagnostic modes, and hardware augmentations for error detection/correction,

B. INTERCELLULAR
i, Placement, Assignment, and Linking Automation

a. Introduction

The design of RVLSI systems can be divided into two distinct stages. The first stage in-
volves the specification ¢ the logical system and the design of the physical resources to meet
that specification. The tesign of those resources can be further decomposed into the cell design,
placement of thuse cells, and the definition of the interconnect. This stage is necessary before
the fabrication of the wafer, At this point, designers consider such issues as optimum cell size,
amount of cell redundancy required, and connectivity channel capacity, The answers to these
questions can be very process-technology and design dependent,

The second stage comes after fabrication, at which point the system design is instantiated
on the availehle physical resources, This stage likewise divides into three phases: test, assign-
ment, and link, The test of the wafer finds nondefective cells and interconnect, The assign-
ment phase maps the required logical elements onto the available, nondefective cells., The link
phage then finds paths through the functional interconnect that instantiate the logical nets, The
assignment and linking phases of this stage were the first to be studied and automated,

Automation for performing these tasks i8 known collectively as PAL, an acronym for place-
ment, assignment, and linking. The preliminary version evolved out of the separate tools-that
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were being developed to explore problems that are unique to RVLSI as a research system, It
wasg used to study the second stage of RVI.SI design, i,e,, the various aspects of assigning and
linking a whole-wafer system, As such, it was never intended for actual production purposes,
although certain algorithmic techniques learned during its development might be. Once a spe-
cific target application, such as the packet radio integrator (cf, Secs,IV-B-1, -2), was identi-
fied, parts of the PAL package were also used to model wafer yields.

The preliminary PAL system wa. designed to be as general and as technology-independent
as possible, At that time a link techilology had not been identified. Therefore, parts of the sys-
tem whose algorithms depended on link "costs" were parameterized, In that way, the impact of
different link technologies on linking algorithms could be measured, However, certain intercon-
nect technology assumptions were made. The interconnect was to be layed out on a rectangular
(Manhattan) grid, Also, the wires of the interconnect (or segments) were assumed to be fixed,
implying that the placement, orientation, and length of each segment was defined at fabrication
time, Finally, whatever the technology, a link was assumed to be bidirectional such that a signal
could propagate through from either side, These assumptions deeply affected the design of crit-
ical parts of the PAL system, For ¢xample, the Manhattan grid assumption prompted the devel-
opment of a unique placement language, PLATEXT, specifically tailored to the definition and
placement of cells, channels, and link blocks on a Manhattan grid,

Figure III-9 depicts the structure of the original PAL gystem., There are three types of
information needed to assign and link a wafer: the logical description of the system, the phys-
ical wafer description, and a map of good cells deriving from the test results, Certain programs
or languages in PAL provided a means to easily define this information. The specific programs
were:

HISDL - used to transform a textual description of the logical net 1ist.
The syntax and semantics of this language were described in detail in
Ref, 4, Since then, a preliminary version of the program has been writ-
ten and used extensively,

PLATEXT — this program transforms a textual description of the physical
layout of the wafer into a {ully expanded wafer specification, 3

Calma Graphic Interface — provides same information as PLATEXT, but
the wafer design is done on the Calma machine,

Probe ~ models test results by giving a list of bad cells, given the size of
the two-dimensional array of cells and cell defect probabilities.

Experiments were conducted within the PAL system using many assigners and linkers,
Since the system was designed with modularity in mind, with programs communicating through
human readable interface files, it was easy to substitute new assigners or linkers to test new
ideas, The preliminary linker results were reported in R, 4. The latest assigners and related
results are described below,

b. Assignment

Assignment is the process of binding logical to physical cells on the tested RVLSI large-area
chip, It is convenient to classify assigners as constructive or nonconsgtructive. A constructive
agsignment is one which is guaranteed to be linkable in the abgence of interconnect defects, while
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X a nonconstructive assignment is not guaranteed linkable, A second characteristic of an assigner
is its generality, that is, whether it is applicable to assignment problems 1n general or only to

¢ a gpecific logical and physical design, A general constructive assigner would necessarily in-

ik clude a linker, for only by doing a linking could the linking be guaranteed, except where the in-
terconuect resources were very generous, A nonconstructive assigner may produce a better

: assignment by consideration of linkability.

! Reported here are results obtained with a nonconstructive assiner for one specific class
of system organization, and a constructive assigner for the packet radio integrator,

¢, Nonconstructive Assigners

Nonconstructive assigners were written for logical two-dimensional arrays of cells with
nearest-neighbor connectivity; that is, each cell has one connection to each of its four neighbors.
) The experiments consisted of generating an 8 X 8 array with some interconnect of fixed segmen-

b tation, simulating ten defective wafers by randomly distributing 32 good cells on each array,
' 5 performing an assignment, and then attempting to link with the graph reduction linker of Ref, 4.
1 The assignmer* was considered successful if a linking could be performed,
f A commonly used placement method in PCB and IC layout is force-directed exchange., An
initial placement (assignment) is made, and the force on each cell is calculated based on some y
i measure of its relationship to other cells, Then, some pair of cells is selected for mutual ex-

: change so that some global measure of force is based strictly on physical distance, The three

selection methods tried were:

! ; (1) Steepest Descent — the iterations continue until no exchange will reduce i
; total force, This strategy does not guarantee a global minimum,

(2) First Descent — this is similar to steepest descent, except that the first
exchange that reduces force in an iteration is implemented,

JEREORE—

(3) Force Directed — here the cell with largest force on it is chosen for ex-

i

' change with another cell in the direction of the force vector, :
! ; Three force me..sures were used: 1
‘ . (1) dx + dy — sum of grid distances.

(2) dxz + dy?‘ — sum of squares of grid distances, i

j (3) Corrected — a grid distance measurement corrected for the effect of the ]

§ positioning of the connection point on a cell face. 1
, { When the interconnect provided four tracks in each channel, then any combination of strat- i

1 - egy and force measure gave a linkable assignment., When the interconnect was reduced to three
& tracks per channel, some experiments were necessary to find the best segmentation. The
dx + dy force was found to be inferior to the other two., The results of more successful experi-

’ ments were as follows: !
Number Execution 1

Selection Force Linkable Time Comments
First Descent dx? + dy? 1/8 15 min, - i
i
Steepest Descent dx? + dy2 2/8 14 min., - 4
j
i
!
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Number Iixecntion
Selection Force l.inkable Time Comments
“ o 2 2 ) i
Force Directed dx” +dy 4/10 20 s Line of cells :
: Force Directed Corrected 5/10 30s L.ogical cells )
: in distortion
: direction
Force Directed Corrected 2/10 20 s Physical cells
p in distortion
direction

Of the ten wafers, eight were assigned and linked at least once. The most fruitful way to extend
this work would be to measure force in a way moie representative of the actual interconnect,
However, the following hashing technique was more successful,

The strategy of the hashing assigner ig to iteratively assign logical to physical cells based
on a preferred location for each logical cell and trajectories of secondary locations in case of
clashes at preferred locations, (The name is by analogy to storage allocation by hashing,) An
iteration begins with the most constrained logical cell, i.e., the cell with the most connections
to other cells which have already been assigned, This is only onc of several possible maothods
which seem reasonable for choosing the next cell to iterate upon. Next, a trajectory is forau-
lated which orders possible cell assignments in order of least distortion force from the con-
straining cells, This trajectory includes all locations containing cells of the proper type, includ-
] ing those already assigned, If the most desirable location is currently unassigned, then the
*1 logical cell is assigned to it, and the loop is repeated for the next logical cell., If the desirable I
location is currently unassigned, then the logical cell is assigned to it, and the loop is repeated
for the next logical cell, If the desirable location is assigned, then one or two things must be
done:; either the current logicul cell must be agsigned to the next location in its trajectory (or
berond), or the logical cell currently assigned to the clash site must be reassigned on its tra-
jectory ("backtracking"), By calculating the difference in distortion force for the current log-
ical cell in its most desirable location vs its next most desirable location, and the difference
for the clash cell between its current location and its next backtrack location, it is determined
which of the two operations to attempt.

In backtracking, the clash cell's next location may also generate a clash, in which case

backtracking proceeds recursively (generating a backtrack "bubble") until a decision is reached
as to whether backtracking is worthwhile or not. Alternatively, the next item in the current
logical cell's trajectory may clash also. In this case, it is the distortion force of the third loca-
tion vs the first two which limits the backtrack. This means that the backtrack bubble of the
first clash can now be expanded, and a backtrack from the second clash can be considered.

There are some theoretical difficulties here, When a new cell is assigned, those cells al-
ready assigned may have new constraints imposed on them, that is, their force gradients will
change. This means that the trajectories by which these previous cells were assigned are no
longer in the proper order, and the present assignment of these cells imay no longer provide a
minimum force. The present program takes this into account, to a limited degree, by recalcu-
lating_the trajectories of the clash cells at every backtrack, This is not completely correct,
but gives a good first-order approximation of all the forces acting on the cells,

This minimization method, in conjunction with the corrected dx2 + dy2 force function, yielded
linkable assignments for 8 of 10 wafers in 40 5 of computer time under the same conditions as
reported above,
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ds  Constructive Assignment for the Integrator and Redundancy Studies

The packet radio integrator which is being built as a first demonstration of RVLSITis a log-
ical array of 64 cells in eight columns of eight (see Sec, [V-B-2), There are two types of logical
connections: broadeast to every cell, and cell-to-cell within the columns, The broadcast con-
nection does not affect assignment strategy in any way, so only the one-dimensional nearest-
neighbor connections need to be considered., For ecuch assumed interconnect capability, the
assignments were constrained so as to guarantee linkability, The array of 8 x 8 cells is mapped
onto a physical array of x rows by y columns, or, for generality, m rows by n columns ure
mapped onto x rows by y columns,

The urray yield for several of the strategies can be determined analytically making use of
a simple formula, Given a get of R cells, each with an independent probability P of functioning
corrvectly, then the probability of at least S of these cells functioning correctly is given by:

YIELD(P,S,R) = SUM {[,8,R [(RID) » P sx [ [{1 = P) %+ (N =D)]} .

An upper bound on array yield is determined by assuming an interconnect which allows
any arbitrary assignment of cells; this is termed unconstrained assignment, The yield is
YIELD(P,M - N,N * Y), Figures I[I-10 and III-1{ show yield for an 8 X 8 array for x,y = 8 to
15 for cell yielis of 50 and 70 percent, respectively, The top number for each x,y pair is the
unconstrained yield,

The first attempt at a constrained analytical assignment chose to map complete logical col-
winins onto physical columns, A die designed for a M * N logical array would have physical di-
mensions M * Y, Of these y physical columns, at least N are required to contain no defective
cells, 'The probability of a column being perfect is YIEL.D(P ** M,N,Y). This scheme has as
its advantage the requirement for a minimally restructurable interconnect. Physical calumns
are not restructured internally. Only the connections between the columns and the outside world
need be permuted.

Instead of providing redundant columns as done previously, it is possible to provide redun-
dant rows, Such a scheie would require interconnect which would allow skipping of defective
cells in a physica! colunin, A die designed for an M »* N logical array would have physical di-
mensions X » N. The p.obability of a column having at least M good cells is YIELD(P,M,X),
The die yield for this inocel is therefore YIELD (YIELD(P,M,X),N,N] or YIELD(P,M,X) * N,

The previous two orthogonal strategies may be combined to allow mapping the columns of
an M * N logical array on an X * Y physical die with the constraint that physical interconnec-
tivity is restricted to remain within columns, The yleld for this model is given by
YIELD (YIELD(P,M,X),N,Y]). This reduces to the previous case when Y = N, and to the first
case when X = M, This strategy is known as "unlimited skip" from the required capability for
gkipping over an arbitrary long sequence of defective cells, This is a reasonable capability to
provide for when assuming arbitrary segmentation, Only one track per channel is nceded for
each daisy chain line, as it may be segmented between every point where the signal enters and
leaves a good cell, When a cell is defective, the cell is disconnected from the track and the
track is left unbroken to allow the signal to skip over the cell,

On the other hand, unlimited skip is expensive to provide for under a fixed segmentation
aggumption, In actuality, unlimited skip requires a maximum skip of X — M cells, The mini-
mum segment length needed to skip Ik consecutive cells has length K + 1. When skewing seg-
ments of this length, K + { tracks are required to allow for ali possible conditions. As the re-
quired channel width increases with the skip capability provided, it is desirable to determine
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the effect of limiting the skip capability, The limited skip strategy is called SKIP(K). Both
the assignment algorithm and the routing template are parameterized with the maximum skip
value K,

The original formulation of the SKIP(K) coastraint required not only that the cell-to-cell
separation not be greater than K, but, additionally, that the two end cells not be further than
K cells from the edges, Though intuitively sound, this constraint is too harsh for large redun-
dancy. For example, when K =1 and M = 8, for any X larger than 17 the yield is zero as there
is no way to span the column with only 8 cells even though the logical design requires exactly
8 ceils, A milder formulation of the SKIP(K) constraint removes the edge criteria, End cells,
which are too far from the edge to be using one segment, can be connecter; by chaining several
free segments together, A recursive funciion used to calculate the yield of this model is given
below:

y = lambda(p,m,n,k)
{y{p,m,n k,0,1)
where rec y = lambda(p,m,n k,i,f)
(ifm>n
then 0
elif m =0
then 1
elif f
then p * y(p,m-4,n-1,k,0,0) +
{(1-p) * y(p,m,n-1k,0,1)
elifi = k
then p * y(p,m-1,n-1k,0,0)
else p * y(p,m-1,n-1,k,0,0) +
(4-p) * y(p,m,n-1,k,141,0) fi ))

In Figs, I11-10 and III-11, the second number is array yield for unconstrained skip and the
third is for SKIP(4) for 8 x 8 logical arrays. At 100-percent redundancy, unconstrained skip
gives good yield with long columns for 70 percent but not for 50-percent cell yield, while SKIP(4)
gives very poor array yield for cell yields of 50 and 70 percent.

For 50-percent cell yields, a less constraining interconnect must be used. One alternative
scheme would map each logical column onto a preferred physical column, but not require all
cells to be located in that single column, Instead, surplus cells from up to L. columns to each
side of the preferred column can be included in the assignment for that logical column, This
new constraint is referred to as MIGRATE(L) and is used in conjunction with the SKIP(K) con-
straint, An extension of this strategy allows a logical column to move left or right constrained
only by hcw far the end cell can reach. This bidirectional skipping is termed BISKIP(K,L).
Figure III-12(a-b) shows that six cells can be reached with BISKIP({,1) and fourteen with
BISKIP(1,2), The number of horizontal trrcks is 2L, + 2, and the number of vertical tracks is
2K + 2,
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An assigner for this strategy was coded, It uses an essentially exhaustive combinatorial
scarch, By ignoring some less likely possibilities in the search space, the algorithm returns
both positive and negative results quickly, With ¢L + 2 horizontal tracks and 2K + 2 vertical
tracks, no linking failures have been observed, but we have not proven that it is guarantced,
The last result in Figs, HI-10 and IIT- 11 is yield for BISKIP(4,2) averaged over ten Monte-Carlo
simulations, Ior 50-percent cell yield and x = y = 12, the yield for BISKIP(1,1) is 36 percent,
Figure III-13 is a vlot of yield as a function of y for x = 14 at 50-percent cell yicld for the var-
ious strategies.

These assignment experiments dramatically illustrate, for this particular organization, the
yield loss from interconnect constraints which are too restirictive, It should be emphasized
that the use of segmentable (laser zappable) interconnect may make the less-constrained assign-
ments lesgs costly in interconnect space., Assignment and linking with segmentable interconncct
are now being developed for the integrator, with the circuit design considerations factored in,

¢. Summary

While the preliminary PAL system is now obsolete, it musi be emphasized that much was
learned from it. Several designe passed through it, providing statistics on wafer yield and chan-
nel capacity, Useful techniques tor assignment and linking were invented and, generally, the
designers developed a reasonable feel for how difficult or easy certain tasks might be, All this
forme a basis for the improved, production-oriented PAL system which is described below,

2, Production-Oriented Assignment/Linking System

The current PAL system ‘s designed for implementing real projects in a real whole-wafer
technology. This is in contrast to the original system, which was designed to conduct simulated
experiments, Specifically, the current form of PAL will be used in the production of the
phase 0 and phase 1 integrator wafer (see Secs,1V-] -1, =-2),

The most significant change from the original PAL system is the inclusion of arbitrary seg-
mentation.! Arbitrary segmentation means that interconnect conductors can be cut at any point,
forming two electrically independent conductors, If this segmentation facility is used effectively,
it can considerably reduce the interconnect required for redundancy.

Also included in the present PAIL system is a full hierarchy of commands predicated on the
laser zapping and link technology. At the lowest level, these commands move the x-y position-
ing table and trigger the laser., Commands at the next level deal with the link and conductor
entities on the wafer: connecting, disconnecting, and segmenting, The final level of command
is nominally the human interface, 1t ic here that linking and assigning intelligence are provided,
PAL is thus potentially conceptually interactive, the only current bottleneck being at the laser-
zapping hardware where interactive probing/zapping presents some mechanical difficulties that
are not yet resolved,

C. DESIGN RULE CHECKING AND CALMA-CIF INTERFACE

With current IC complexity, it is both impossible and undesirable tc ensure integrity of lay-
out via visual inspection of masks and checkplots, furthermore, detecting errors by iterating

t Arbitrary segmentation is a consequence of the laser-zapping link technology. As such, it was
not ;onsidered in the original PAL system which was predicated on electronic linking methods,
such as MNOS.
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through fabrication is both expensive and very slow, And, finally, there is a class of nonfatal
errors which may remain undetect _d and may decrease yield, Thus, a rules checker is an es-
i gsential tool for IC layout,

However, sophisticated rules checkers are sufficiently complex that, in order for their

developnment and use to be cost-effective, they must meet the following criteria.
(1) Ifficiency — large circuits must be checked with finite computer
resources,

(2) Low-False-Alarm Rate - it does little good to find a dozen errors and
return them to the designer with thousands of false alarms.

(3) Technology Independence — rules must not be "hard-wired? It is not
cost-effective to wri.e a new rules checker for every process change.

(4) Good User Interface — to ensure usage of tool.

The MDRC (mask design rule checking) system, developed under a companion Air Forece-
sponsored program, satisfies the above critcria.“ The system comprises two modules: a
masgk-processing machine and a macro translator, The Mask Processing Machine (MPM) ex-
ecutes low-level mask instructions (software evaluation) which are categorized as follows: pre-
E processing, spacing, logical, topological, and input/output. The macro translator provides a
high-level user interface to facilitate the writing of programs for the MPM. 'This is a two-pass

e

trans:ator, which performs a macro expansion and syntax check. The designer may draw from
# a predefined library or define his own macros,

Work has begun on coding the MDRC system on the VAX computer, With the addition of in-
structions to read and write CIF, MDRC (VAX) will provide a very flexible rules checking capa-
bility., MDRC, when coupled with a data format standard such as CIF, could be a powerful ARPA ,
networ" ccrvice, A remote user could send a CIF description of his chip, and a CIF description %
% of his e:1 .. 's would be returned.

A MANN-CIF translator has been written and is now operational on the VAX, This utility
permits transfer of graphic files from the Calma GDS system to the VAX. Also, a CIF-MANN !
translator will soon be operational on the VAX, This program will permit transfer of data from i
the VAX to the Calma, and also provide the capability to produce MANN pattern generator tapes

on the VAX.,

A o cins:

A e h i mcn o i e

22 Y i

L p Aty b e e taatBhes uml e e e e N N T T N Ine i Taey """"“‘fi’ii'i’i&;Pﬁ‘i'hﬁﬁ"j’ At




G January 9, 1981

STAUCTURE DFLLPFLOP(D.S 8,0, HOT,PHI PHINCT V0D, GROUIO)
1N D,5,R,PHI, MINOT, '

s

ouT 4, 4M0T
cwouturs MASTER,SLAVE : ANNORS, A,B : NOR2

3
8o k.
IVDD MASTER, YOD, SLAVE. VDD A, VDD, B, V0D/ ?
ZGROUND, WASTER , GAOUND , SLAVE . GROUHD ,A. GROUND ,A. GROUND/
10, RASTER, IN<1>/

JPHINOT MASTER. INCZ> , SLAVE . INC2Y/
/PRI MASTER, INCD>, SLAVE , INC3D/
75 WSTER, INCS> , SAVE . INCS>/

I A.lﬂa),l.lﬂ( >/

IASTER Bt A, NG/

/A.out MASTER, INCAD, SLAVE. INC1Y/

/SLAVE.OUT, 8. INC1>, QNOT/

IB0UT, SLAIE NGO, 87

I.'DSTIWT

STRUCTURE ANNORS{ IN,OUT, YDD,GROUND )
IN INCL: 55,00, GROUND
OUT OUT ,
COMPONENTS P1,P2,P3,P4,PS : PCNOS, NI,N2,43,N4,NS : NCMOS b
SEGIN k
NDD,P 1. SWRCE P2, SOURCE/
m“tf’?z&:izlua‘ u?xu N5, ORAIN/
, .
Fig, [[I-4, HISDL description of mg;,gw;‘;.:g&ré;
a D Master Slave Flip-Flop. JINGE> PA.GATE KA. GATE/
71NCS),P5.GATE N5, GATE/
7P1.DRAIN,P2,ORAIN, P3, SOURCE ,P4, SOURCE/
/P3.ORAIN, P4.DRALN, PS5, SOURC £ ‘
7PS.ORAIN,N1. SOURCE , N4 SOURCE N5 SOURCE ,0UT/
/N1.DRAUK\N2. SOUKCE/
/N4, DRATN, NI, SOURCE /

END
ENDSTRUCT

STRUCTURE NOR2{IN,OUT,VDD,GROUND }
IN INC11 2>, VoD, Baouko
our out

COMPORENTS 42,69 ; PCHAIS, AN,BN : Hchos
/YLD AP, SOURCE /
/AP.ORAIN 8P, SOURCL/
/0P DRAIN, OIIT +AN SDURCF , AN, SOURCE./
/AN.DIMIN,IIN.DR:\lN.('Jk(llNl)/
JINCL) (AP GATE (AN GATL/
J1N<2)> ,BP,GATE ,BN. GATE/

END
ENNSTRUCT
CELL PCHOS(GATE,SOURCE ,DRAIN)
IN GATE
INOUT SOURCE ,DRAIN
¢+ ENOCELL

e AL R v

RSP T

cnik NCHOS (GATE, SOURCE , DRATH) é
INOUT SOURCE,DRAIN ;
ENDCELL %

Kl

1

1

i
33

debekivrs any e ¥ TIPS TR

- . MY TS
e L s et Lot bt AL psata Sl el R




e F

] GATE TO ADJA"ENT GATE TO NONADJACENT FEEDBACK GATE
SOURCE SOURCE TO SOURCE
H _.‘*_*_._{ ]
ORAIN TO ADJACENT DRAIN TO NONADJACUNT  * FEEDBACK DRAIN
GATE GATE TO GATE

.
4

DRAIN TO ADJACENT DRAIN TO NONADJACENT FEEDBACK ORAIN
SOURCE SOURCE TO SOURCE

Fig.I11-2, Nine interconnect cases.
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IV, RVILSI TESTING AND APPLICATIONS

.

A. TESTING
1. Tault Detection
a. Issues in Test Vector Generation

There are three factors in formulating test vectors. From the bottom up, these are: how
to test a gate, how to test a combinational network of gates, and how to address feedback (i.c.,
memory).

A fairly large body of literature exists where the failure set is restricted to "stuck at" types
at the gate level. There is also some recent work on functional unit testing by means oi a
Boolean difference technique. A consequence of this latter method is that networks may not
need to be considered.

In a network the gate inputs are generally not directly controllable, and the outputs not nb-
servable. However, techniques have been developed which determine how to set the controllable
inputs so that the gate inputs conform to a given pattern and the output i{s propagated to an ob-

servable output. In addition, these methods allow reduction of the total number of vectors re-

quired by combining sensitized paths, common error cases, etc.
The only method for removing feedback from the circuit test appears to be the IBM level-

sensitive scan 1:echmque.15

b. Problems with the Stuck-At Fault Technique

Some other readings seem to indicate that the stuck-at fault is not the most likely failure
mode of NMOS, however., Most authorities claim that MOS failure modes have not changed
from the days of MSI. The statistics for MSI are based on a study done by NASA in 1969, To
summarize these statistics, about 50 percent of all defects are due to fabrication, and 50 per-
cent to mouvnting and handling. Of all fatlures, 20 percent (or 40 percent of fabrication-related
failures) are due to oxide defects. Another 20 percent are due to handling and overstress, some
of which also manifest themselves as oxide (especially gate oxide) defects.

Figure IV-1 shows a CMOS NAND gate. It is assumed that the b input poly has punched
through the oxide and has become shorted to the source diffusion of the N~channel gate. The
output signatures of various possible faults are indicated in Table [V~1, Here, "D" is used to
The ®78" in the "o»ide flaw" column, which relate to the fault mentioned
The specific outcome depends on

denote a certuin fault.
above, indicate that any combination of theve might fall,
thresholds and arive capabllity of surrounding circuits.

Why is all thiis important? Obviously, any test for all the stuck~at type faults would reveal
that something was wrong.
"Efficlent” methods will attempt to find the smallest set of test vectors which cover all the ex~
pected (i, e., stuck-at) faults. This must be done by finding ways to combine cases and develop
only one test condition where there are several which might reveal the same fault. The fact ig

that the oxide flaw case might not be discovered.
Further, there are several pathological possibilities.

oxide flaw case has the same signature as a~stuck-at-1.
in the circult, a test vector other than a = 0, b = 4 might be used to check for the a-stuck~at-1

Suppose conditions are such that the
Because there are many other gates
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TABLE IV=~1
FAULT SIGNATURES FOR NAND GATE
1 0 )
b 0 | !
Correct 1 1 1 v
Stuck at 1 1 1 D o]
Stuck at 1 1 D 1 0
¢ Stuck at 1 1 1 1 D
Stuck at 0 1 1 1 D
Stuck at 0 1 1 1 D
c Stuck at 0 D D D 0
Oxide flaw 1 ? ? A
Ny

The chosen test vector might easily set the b line to 0, so that nothing wrong would be

case.
Since another path is

observed at c. Even more likely, ¢ probably is not directly observable.
being used to check for a-stuck-at-1, the test vector may comnletely mask the effect of ¢ being
wrong at subsequent gates. A final possibility is that the shocted gate effect is equivalent to two
of the stuck-at faults. Since standard test vectors look for only single stuck-at fallures, it {s
certainly possible that the chosen test vectors would totally conceal the fault.

On top of these general objections to the usefulness of standard test vector generation meth-
ods, the impact of RVLSI must be considered. From the V1.8l standpoint, the standard "path-
sensitization" method by which internal stuck-at faults are propagated to observable pins be-
comes more difficult, {f not impossible, as chip complexity rises. In addition, redundancy

hopelessly overcomplicates the situation for these testing methods.

c. Boolean Difference 'T'echnique

A test generation method other than the stuck-at scheme and its modifications is the Booleah
6 This technique deals directly with a combinational functional block, The

difference tet:hnique.1
There are divee steps to this

particular gate types comprising the block are unimportant.
technique:
(1) The partial Boolean differences of the function with respect to each input
variable must be calculated.

(2} A pattern set {8 generated according to the critical paths,

(3) The test set is reduced by taking advantage of "don't vare" inputs and
merging compatible patterns.
The partial Boolean difference of a function f with respect “o input x is another function, df/dx,
which answers the question: Given constant values of the other input variables, will the output

change value if the variable x ‘s changed? Tor some patterns of the other inputs, df/dx may

be 1; and for other patterns, 0. The set of vectors for which Af/dx is one are the "sensitizing®
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vectors for input x. Fach critical path {5 tested by gotting up each of the sensitizing vectors
in turn and stimulating the x input. If the output responds, the path is good; if the output is
constant, the path has failed.

Obviously standard sorts of analysis will yield "don't cares" to reduce the number of inde-
pendent vectors in the test set. IProm Ref.16, ", ,. stuck-fault techniques produce a subset of
patterns of the set the Boolean difference technique would produce. 'This is because the stuck-
fault techniques wculd produce patterns which would test an input's ability to control the output
for only one of the sensitizing conditions. The Boolean difference technique tests for all sensi-
tizing conditions. 1t is for this reason that this technique retains its test quality when upplicd to
any functional system.,” It should be ad-ed that it is less dependent on the fault model too.

Some might object that this quality {s paid for by the requirement for much larger sets of
test vectors. Two test cases are mentioned in Ref.16; a 1-bit and a 4-bit AI.U, At this level
of complexity, the Boolean difference method generated a test set approximately 8X that of the
stuck-at techniques for the 4-bit ALU, and the same test set for the 1-bit AL.U. More points
are heeded for a realistic experimental complexity measure.

Notice that we have only checked that sensitized paths are, in fact, sensitive. Rececall that
oxide defects were our primary failure dource. Although the oxide at poly-me’al crossings is
thicker, an observable defect would be a connection between the two lines, and to be rigorous
we should also make sure that paths which are hot supposed to sensitize an input, in fact do not.
This would correspond to vectors where df/dx = 0. It is also possible that this would significantly
increase the number of test vectors necessary,

d. Elimination of FFeedback

In regard to the IBM scan technique, it seems possible to automatically incorporate the scan
logic in a fairly straightforward way. By a method similar to the GAMMA program technique,
the minlmum set of fecdback signals is identified. These signals are then {solated from the rest
of the circuit by the scan logic. This method would surely be wasteful if there iy a great deal of
feedback in a functional design. It is not believed that thig will be the case, however, because
designs will probably be either memory intensive or function intensive (i. e., combinational) oniy.
In cases where the designer introduces a small number of flip-flops into a generally combina-
tional design, the automatic scan ingertion overhead should be perfectly acceptable. Where the
designer adds some gates into what {s primarily memory, observing and modifying the state from
the outside 18 usually very easy (i. e., by accessing the memory).

Memory, as such, should be tested by special rather than generui methods anyway. The
integrator is really a specialized memory-type cell with logic to perform certain types of re-
stricted memory writes, As memory, the scan to/from the external world i{s already in place;
test vectors for the combinational logic can be easily applied and observed.

e. TFuture Directions

There are many approaches to take hased on the restriction of designing in MACPI'TTS (sce
Sec. I1T-A=3), MACPITTS compliles functional specifications into a combination of PLLAs and
register arrays. Since PLAsS consist of two levels of NOR gates, there is considerable reduction
in the complexity of determining the test vectors and in their number. More "active" testing tech-
niques would augment MACPITTS to construct the PLLA with extra signals and states so that the
resulting functional unit was self-testing. One simple way this might be done is based on the
same principle as Hamming codes for signal transmission.
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2,  Tester-On-Chip
a, Introduction

A crucial problem facing any integrated-circuit designer is testing, There are many ap-
proaches to testing and a variety of tester devices available. To better understand these ap-
proaches and develop a tester device for in-house use, the design of a minimal dynamic tester
chip has been initiated (TOC for Tester-On-Chip). TOC was designed as an extension of a static
tester as typified by the Stanford Minimal Tester (MPC 5/80). TOC leans in the same philosoph-

; ical direction as the most-sophisticated commercially available testers.

b, Static vs Dynamic

The reason that the Stanford Minimal Tester can only test static devices is quite instructive,
The simplest testers are limited to a maximum test rate by the speed of their interface. This
is acceptable for static devices, where the state of the device under test is maintained indefinitely
k betwecn inputs. Unlike static circuits, however, dynamic devices have a minimum speed of op~
eration. The speed of a 9600-baud RS8232 interface, which iy standard on a VAX, is much too
slow for testing even the most mundane dynamic circuit fabrication.

One possible modification would be to provide a memory which can be loaded with a sequen~e
: of test vectors, The vectors would then be applied at ¢ reasonable speed. Another memory i
would record the results, which could then be transmitted back over the glower communication
link, 'This, however, only postpones the problem; an arbitrary dynamic design would require

i

infinite memory.
Another method might be to specify not the test vectors themselves, but some compact pa- t

rameterizationh of them ov~r the communication link. A compact specification could be a code
or, in fact, a program, Many sophisticated testers use program-like elements, such as loops
and complex conditional tests, to extend the virtual length of thelr highest-speed memories.
However, even in these testers, vectors in the high~speed memory are eventually exhausted,
and new ones must be transferred from a slower-speed backup, When this happens, the tester
must output a small loop of test vectors which place and maintain the device under test in a hold
loop, At the same time, the tester reloads its remaining memory space with new test vectors
and then jumps to this scquence of nutputs, A decision was nmiade to construct a tester without 1
general loop and conditional capabilities., 'The ability to output the hold sequence in a loop while
reloading the rest of memory {s included, however. ;
The decision to construct this minimal tester also implies a testability criterion that must 3
be met by any device tested by TOC: all states of the device~under-teat (DUT) must be situated
on a trajectory between two hold loops. A hold loop is8 a series of states which repeat indefinitely
under the repeated application of a hold sequence. The maximum trajectory length plug hold se-
quence Is strictly limited by the size of the TOC memory, 1

e ... i s re

c. 'TOC Design Decisions
Some further decisions have been made regarding the TOC design:

(1) Each TOC chip will drive or sense four (4) pins of a DUT and will contain
the logic, but not the memory, needed for the tester. Memory will be
supplied externally with commercial devices.
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(2) TOC chips can be cascaded without limit. All TOC chips in the cascade
connect to a single communication line. The cascade logic included on
TOC regulates the use of the line.

(3) TOC will apply inputs to input pins and read outputs from output pins at
a fixed frequency (unless stopped). There will be no hang-ups because

of error detection or communication with the user.

(4) Each pin may be specified as input to the DU'T, output from the DUT, or
output from the DUT with check. The check value is specified by the

user in the test vector. If a check fails, a status bit in TOC (readable by i
command over the interface) i{s set, und the user-supplied value is toggled E

in the vector memory. The vector memory can then be read back to the g

user over the interface for further processing. The total specification to k

each pin can change every TOC cycle. ‘

Figure IV-2 shows TOC in its expected configuration. ;
d. Commands 1

The following commands can be transmitted over the serial communication line from
external controller:

0-9,:-7 load "hex" value and increment test memory address

1 initialize, clear address registers and cascade bits i
i H load next vector, start hold sequence at current address I .
N enable next slice 1
G go or continue ;
R read status flag (YIN will be returned depending on errors detected) q
S stop :
X examine current memory location }

null, <carriage return>, <linefeed> ignore

e. Status

The control signals and data paths for the test memory address registers have been spect-
tied. A state diagram for the FSM controller has been drawn, and described in the MACPITTS E
language. Some simulation of the controlier has been done. TOC's UART i{s composed of an i

i

FSM and register array also, and Is in a similar state of development.
The current TOC {3 envisioned as being a "stand-alone" tester with the ultimate goal of
using a later version as an on-wafer tester. TOC cells would be scattered around the wafer
among "payload" cells and perform cell-level testing at any time, not just at wafer probe time.
Many factors remain to be resolved, such as mechanisms for dynamic cell isolation during
testing, and location of tester memory. !

3. Interconnect Testing

One requirement of RVLSI is that both the cells themselves, as well as the interconnect,
must be tested in order to configure a working system. According to the original conception,
cells would be tested from the wafer periphery by way of the sume interconnect as would be
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Using reprogrammable links, each cell in turn would be

used for cell-to-cell commrinication.

connected alone to the external test pins. This approach has two shortcomings which make it

unsuitable for our present efforts. IMirst, it relies too heavily on the interconnect reliability
and generality, by making cell testing dependent upon interconnect functionality. As we are not
yot sure of expected interconnect yield, it is best to avold using interconnect for testing. Sec-
ond, it requires reprogrammable links, which must be Included in the design in addition to the
lascr-zappable links. This adds complexity to the design.

The first step to the solution presented here is decoupling interconnect testing from cell
testing., This is done by providing wafer probe pads at the pins of each cell for cell testing.
This has the advantage that all ce'ls may be fully tested on a wafer prober, separate from the
As far as cell testing is concerned, a single pass of cell probe test, followed

lager zap table.
If the laser configuration process does not have any

by zapping for configuration, is sufficient.
adverse effect on either the cell vield or the interconnect yield, and is reliable, then this single-

pass approach will be sufficient. All that remains necessary is a method fov testing interconnect.
'ne interconnect test scheme proposed here {s sultable for use only with laser zapping and
Tracks must run the entire length of the wafer between two special test
This {mplies that for a track to be testable it must be unbroken,
thus requiring that segmentation be performed only after interconnect testing. 'The test scheme

can be classified as interactive, in contrast to the single-pass scheme discussed above. An
This re-

arbitrary segmentation.
ralls, to be described later.

interactive test scheme incrementally zaps and tests the wafer in many short cycles.

quires that the laser zap table be equipped with testing facilities in contrast to a single-pass

approach where all testing {s completed before zapping commences. I seems that for intercon-

nect testing, a single-pass approach ig infeasible without providing an inordinate amount of inter-

connect probe pads and a suitable wafer-sgized probe. ‘he interactive interconnect testing

scheme proposed here requires a minimum of test clrcuitry, just a continuity tester, at the zap
table.
Several assumptions are made about the types of interconnect faults which are of two basic

types: there can be a short between two tracks which should not be connected, and there can be

a break disconnccting two paths which should be continuous, The scheme proposed here tests

for three gpecific types of faults, namely: breaks {n {he continuity of wafer length tracks, shorts
between two adjacent parallel tracks on the same interconnect layer, and shoris between two
perpendicular tracks on different layers at their point of crosasing. This last type of fault may

occur when a link is accidentally shorted or may, in fact, be an intentional via in which case it

would be a fault if no short were detected. Note that only adjucent tracks are tested for shorts

under the assumption that nonadjacent tracks can be shorted only if the intervening tracks short
as well.
Tilgure 1V-3 shows a diagram of the configuration of the extra test rails used to support in-

In addition to the normal wafer length vertical and horizontal tracks, four

terconnect testing.
These four test rails are terminated in eight

test rails surround the perimeter of the wafer.
probe pads labeled A through H. Special links are provided for connecting the interconnect

tracks to the peripheral test rails. These are shown ag small circles in Iig, 1V-3, These spe-
cial links aliow a connection to be made and broken two times in succession. A link with this
capability can be constructed from two, one-time make-hreak links in parallel. An example of

such a link is the totem pole structure shown in Fig.1v-4.
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The proposed interconnect can best be described by the algorithm of IMig. IV-5. The algo-
rithm miakes use of three special primitives - two to control the zap table, and one to perform

th
spe-

continuity testing, The primitive zap-on(a,i,j) is used to turn on the jth sub-link of the i
cial totem pole link along peripheral test rail a. The zap-off primitive functions in a similar
fashion, turning off the link. The primitive con(x,y) checks for continnity between pads x and
v, returning true if there is continuity and false if there is an open circuit.

It should be noted that failures reported by this algorithm do not always necessitate by-
passing the faulty interconnect. If a shorted link is discovered where it is undesirable, an
attempt can be made to turn off the link. It may even be possible that the configuration algo-
rithms could make use of information indicating that certain links are already turned on and still
find a suitable assignment and linking which make use of the faulty link., All the implications of

this possibility have not yet been fully considered,

B, APPLICATIONS
1. Phase O Integrator

A version of the integrator has been laid out in the CMOS gate array technology. 1n addition
to the 4 X 1 integrator slice, each gate array contains test logic to aid the design of clock circuits
for this technology. The integrator was laid out on the Calma graphics system. The Calma en-
courages hierarchy by allowing cells to be defined and placed in larger cells.

Basic NAND, NOR, and pags-gate cells were designed and found to be useful. In addition,
geveral other more specialized cells were designed. Each cell type is represented in the library
as two mirror images because of the peculiar location of p-tubs in the gate array.

A major cause of inefficiency in using the gate array i{s gate pairing., Every p-channel/
n-channel pair shares a common gate, so a pass gate must take two transistor pairs. This and
the inefficlency of our rigidly enforced cell design rules are eacily tolerable as the price of reg-
ularity and modularity, One potential design pitfall, however, is the p-tub layout of the gate
array. A consequence of the p-tub layout is that connections forming a NAND gate in one row,
form a NOR gate in the next, and vice versa, This i8 why mirror Images for each cell are nec-
essary, and some caution must be exercised during the process,

The wafer mask includes wafer-level interconnect. Restructurability is achieved by laser
zapping. The amount of wafer-level interconnect is more than sufficlent for connecting the in-
tegrator cells i{n all desired configurations. There is an upper limit to the amount of interconnect
needed for defect avoidance. Interconnect rr . uirements for testing, however, will not be known
until the reliability of the laser-zapping processes is measured. To some extent, the reliability
of the interconnect itself 1s unknown. These questions are to be resolved empirically.

Testing of the individual integrator cells is expected to be reasonably straightforward, since
similar tasks have been undertaken in-house previously. Many more pins than are strictly nec-
essary have been provided (such ag inclusion of a "hold" signal) te facilitate testing. However,
combined testing of cells and interconnect is a more complex problem. Some early schemes to
test-while-linking have been proposed; however, more empirical data on the reliability of the
laser interconnect are needed before moving in this direction. Considering that both the CMOS
gate array process and the link technology are being debugged on the integrator design, a variety
of unforeseen difficulties may be cncountered in testing the entire structure.
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2.  Phase 1 Integrator

The circuit for the basic cell (four 10-hit counters input shifter and output selection logic)

has been agreed on and laid out on the Calma system. Reaching this point involved computing

capacitanrces in the various (wafer-scale) signal lines and sizing the CMOS transistors to fit.

SPICE simulations were used to validate the assumptions.
Currently, a good deal of discussion is taking place regarding the format of the wafer-scale
The issue secems to be meeting the need for distributing 25~-MHz clock

interconnect pattern.
The former requires very short leads so that

signals while maintaining a very regular pattern.
capacitance {s minimized, while the latter expedites the task of developing CAD tools which will

perform the assignment and linking functions in a general way.

3. 3-4-5 Filter

In order to demonstrate the usefulness of the MOSIS facility, a simple nonrecursive digital
filter was laid out and submitted for fabrication in January 1981, This filter is useful in pitch
detection applications and is a relatively easy VLSI project since the "multiplications" are all
by unity [Fig. TV-6(a=b)]. The filter was laid out from standard parts such as the pads and shift
register ceils {from Xerox, PLAS, and wiring channels. This technique {llustrates the style of

sacrificing chip area and density in favor of easy (automatic) generation. The transfer function
of the filler is:
5 k=1
H(z) = [] —%(- vt
k=3 j=0
Another aspect of the 3-4~5 filter was the first attempt to use standard multiproject wafer
pad configurations (see Sec,11-13-2). These pad frames are produced in four sizes - full die,
halt-die, guarter-die, and eighth-die. All but the smallest have 40 bonding pads in well-known
This feature permits post-fabrication testing using a small numbur of probe cards,

G ., s il e MO R N e it i AR g i i . .

positions.
Since all 40 pads are present whether or not they are used, automatic wirebonding is easy to
implement, The ability to scribe the wafer into individual projects rather than multiproject %

chips allows better utilization of the wafer area. I'inally, since each project can be individually

packaged, no proprietary interests will be risked.

As it turned out, the 3-4~5 filter was slightly too big for the quarter-rdie pad frame,
it in the half-size frame allowed ample empty space which will be used for testing circuits if the
To date, only one of the five devices has been tested, and that one does

-

Placing

filter is resubmitted.

not appear to work.
If it is submitted again, some provision must be made for specifying which of the 40 pins

will be used for the substrate connection. The first five devices had 40 pads (30 active signals)
and thus, at bonding time, it was not obvious which carrier pin was not needed and would be (ree
The chip would need to have been studied in detail. In fact, the )

e i

for the substrate connection.
chip was mounted with a 90° rotation from what was expected, and the substrate connection is

shorting one of the outputs. ‘The ILincoln l.aboratory wirebonding shop will redo the devices

before further testing.
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4. FIT Svbsystems for Speech

A number of gpeech signal-processing algorithms use the FI'T operation. Although a wider
range of sizes {s used, most employ a 256~ or 512-point transform with a word size of at least
16 bits with, or without, dynann  overflow control. This study therefore assumes a 542-point
transform with a 16-bit integer word and examines the capabilities and requirements of each
implementation.

This study also makes several assumptions about the technology used. 'The functional logic
will be CMOS with a maximum clock rate of about 20 MHz., The functional units will be arranged
as cells with external (to the cell) restructurable interconnect. The cells may also incorporate
internal restructurability, The basic cell size will be about 5 by 5 mm on a 3-in. (~75-mm)
waler. Assuming a redundancy of 2 and an area utilization of .5,

1r{-7§5- mm)2
2

X 0.5 X 0.5 = 44 usable cells per-wafer .
{6 mm)

A basic element which will be assumed is a radix 2 butterfly cell. The cell will contain
gix bit-serial fractional multipliers, eight bit-serial adders, and eight 22-bit (tapped) shift
registers. The adders and multipliers will have 2 and 32 clock cycle delays (first bit in to first
bit out), respectively. Both will be capable of maintaining a full {-bit-per-clock cycle aata flow
rate. Internal restructurability will be used to adjust the configuration of a cell as well as to
avoid defects. Since a radix 2 butterfly only requires 4 multipliers and 6 adders, the extras
are spares. The cell can also be configured to implement functions such as a second-order sec-
tion or a multiply-accumulator.

A second cell might be a RAM or ROM where about 4 kbits (256 16-bit words) could be stored
in the basic cell size. Speclal-purpese cells such as controllers will be suggested by each im-
plementation of the FF'I'T algorithm.

Several implementations of the (N = 512 point) FF'T can be ruled out immediately. A full
array of butterfly units would require (N/2) log2 N = 2304 butterfly cells. A single column of
N/2 butterflies can implement a single stage (there would be log2 N stages) of a constant geom-
etry form of the FFT. This again cau be ruled out as N/2 = 256 butterflies is far more than
can be put on a single wafer,

A radix 2 pipeline FFT [Fig, IV-7(a=b)] is feasible. Each stage [Fig.1V-7(a)] consists of a
commutator, a delay, a butterfly, coefficient generation, and a second delay. The commutator
is a simple unit consisting of two multiplexers and a state flip-flop. The delays are shift reg-
isters. Coefficient generation by a simple recursion in a modified butterfly unit is compact and
simple. Due to the muliiplier delay, however, only one coefficient per 2 word times (1 word
time = 16 clock cycles) can be generated, thus halving the pipeline throughput. A ROM gup-
porting the full throughput could also be used, but either modularity or a significant amount of
area would be sacrificed, (The required ROM size for each stage would be M complex words
or 8192 bits requiring two cells for the largest. Either the ROM size must scale with each
stage, or several standard size ROMs with unused locations could be used,) The delays might
be modularized by designing one large restructurable shift register that could be sliced into the
desired size pieces with jumpers around any defects.

Overall, the pipeline FF'T would require 2 logz N = 18 butterfly units (or 9 butterfly units
and at least 16 kbits of ROM), 9 commutator unils, about (3/2) N words = 12 kbits of shift
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1/O would be serial with the output in bit-reversed

register, and a reasonably simple controller,
The ovurall

order. Dynamic overflow control is not easy to implement within this structure.
time to compute an FFFT would be about 1.4 ors (first word in to last word out), or 0.7 ms with

However, two FFTs could be perfurmed simultaneously.

ROM coefficient generation.
All require

Several "single butterfly unit" FI'T architectures [Fig. [V-8(a~b)] are {feasible.
an N complex word RAM (= 16 kbits = 4 cells) if in-place, or two "ping pong" RAMs (= 32 kbits
8 cells) if not in-place, Coefficient generation would be by an N/2 complex word ROM (= 8 kbhits =

The controller would consist of three nested counters and a set or adders for address
Overflow control

2 cells).
generation, exactly as one would organize a typical software implementation.

can easily be implemented with one guard bit, a *potential overflow on the next column” detec-

tion circuit (i. e., an exclusive OR of the two most~significant bits of the butterfly outputs), and
Bit reversal could occur on the {nput or output opera-~

a right shift-on-read function on the RAM.
This class of FI'T implementations would require about 3 ms, including I/O to perform

tions.
Since it is not modular, defect avoidance by restructurability would be possible only

an FF I,
by duplication of each unit.

In summary, the pipeline implementation and a set of "single butterfly" implementations
The pipeline implementation is faster and more modular. However, it
The "single

appear to be feasible.
is larger, cannot control overflow easily, and has a bit-reverse ordered output,

butterfly" implementations are smaller, can accommodate overflow control, and have normally
ordered I/0. However, they are slower, have more complex controllers, and are not modular.
Other radix implementations, while not specifically examined here, appear to offer little ad-

vantage over the radix 2 systems for speech applications,
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Fig.IV~5. Interconnect test algorithm,
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